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The presence of charge transfer (CT) is ubiquitous in metal-atom-containing
molecules in the gas phase. The states of interest range from ground states to the
lower excited states, given the generally low ionisation potentials of metal atoms.
This review is written from an experimentalist’s perspective, to describe the
specifics of CT states in stable molecules containing a metal atom or of transient
CT states in dynamical processes. The large body of experimental evidence allows
the description of such states in an empirical or semi-empirical manner, including
partial point charges and polarised electron clouds on the ions. These simple
models are compared with more quantitative models, allowing the development
of sophisticated descriptions. The simple perspective deriving from experimental
evidence is justified, when it is possible via accurate quantum calculations and
allows building a rather complete framework for the ionic bond or CT-induced
dynamics.
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1. Introduction

A very important concept in the interaction of metal atoms with other atoms,
small molecules or even large biological molecules in the gas phase is that of ‘charge
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transfer (CT)’. To what extent does a neutral metal atom transfer some of its electron

density to the ‘ligand’ to which it binds, and how does this transfer depend specifically on

the properties of the metal atom and the ligand?
The ionic character of a bond is central in the condensed phase, since ion chemistry

drives many industrial processes and CT metal/molecule systems are at the heart of the

cell’s mechanism or atmospheric photochemistry. In the gas phase, the ionic character of a

bond is directly observable for many experimental techniques but ionic bonds, in the

absence of the stabilisation by a solvent, are less readily formed than in solution.

Nevertheless, even in the gas phase, the electronic structure of bonds involving metals and

the reaction dynamics of metal atoms include unavoidably some CT phenomena. For

example, in many cases, metal–molecule reactions lead to ionic products from neutral

reagents, thus a covalent-to-ionic crossing must occur, most likely at the transition state

(TS) level. In the same way, most stable ionic metal salts do not correlate adiabatically to

an ion pair system but correlates to neutral dissociation limits of lower energy via an ionic-

neutral potential crossing. In this respect, static bond properties and reaction dynamics are

intimately connected questions, which will be discussed here.
The idea of CT for metal/oxidant reactions was theorised very early in a simple model

named the harpoon model that allows an oxidant to hook a metal via Coulombic

interaction [1,2]. It has been extremely successful and served as a foundation for reaction

dynamics since it allows a simple description of the forces ruling the dynamics at the TS

level [3]. On the other hand, the partial ionic character of a chemical bond has been

explored before [4] and the general structure of bonds with metals is of this nature.

However, the quantitative theoretical description by quantum chemistry is extremely

difficult to implement owing to the diffuse orbitals involved in the case of CT systems,

even with the capabilities of present computers [5]. This leaves room for empirical and

semi-empirical methods to pave the way for a more accurate description of the bonds in

the ground and excited states of these molecules. A complete set of descriptions range

between point charges and diffuse orbitals. In the same way, the dynamics of the CT in

harpoon-type reactions is far more complex than the one-electron/one-dimensional

approach between the reactants. This model along with experimental evidences, can

involve several correlated electrons (excited state harpooning), several coordinates acting

concertedly and reacting molecules with little electron affinity (EA). This has led to a more

formal refinement of the simple model that is substantiated by the most recent

calculations.
The present review is restricted to these aspects for metal–neutral molecule systems

only for the sake of simplicity, since ion molecule systems have been extensively considered

[6–8]. In addition, we shall not review here the dynamical aspects related to the ionic

character which have been treated in many other instances [9,10]. From this perspective,

this review is organised into two related parts: the static properties of ionic bonds

involving metals and electron acceptors, and the transient CT states involved in metal–

molecule reactions and in the collisional relaxation of excited metal atoms, or in metal-

containing molecules. In the latter case of electronic excited metalloporphyrins (MP),

the electron transfer from the porphyrin is the initial key mechanism, in the same way as

the initial photo-induced electron transfer from chlorophyll drives the evolution in the

photosynthetic reaction centre P680 [11].
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2. Theoretical and experimental characterisation of CT in the gas phase

2.1. A simple theoretical picture of the ionic bond

The central focus of reaction dynamics is to uncover the motions of the constituent atoms
in reacting systems. The theoretical approaches in this field always invoke the Born
Oppenheimer approximation, which allows the separation between the electronic and
nuclear motions. Accordingly, potential energy surfaces (PES) are obtained first by solving
the electronic Schrödinger equation with fixed positions of the nuclei. Then, a treatment
of the nuclear dynamics is performed, for example, by propagating wavepackets or by
running trajectories on one or several PES’s when the latter are coupled. Whatever is the
intrinsic quality of the dynamical treatment, reliable results can be obtained only if the
relevant PES’s and couplings are described with enough accuracy on a wide range of
geometrical arrangements, from the reactant valley to the product valleys through TS
regions. Of course, the determination of the PES’s does not need to be of the same quality
over all the surface. Only the dynamically important regions need to be known very
accurately. A 2008 state-of-the-art perspective on reaction dynamics can be found in the
Chemical Dynamics Special Feature of the Proceedings of the National Academy of
Sciences [12,13].

The task mentioned above is especially difficult with CT reactions, which is the focus of
the present review. From reactants to products, the system experiences regions where the
electronic configuration changes enormously. Technically, this implies that large config-
uration interaction treatments must be used to calculate the PES’s. A recent review by
G.-H. Jeung makes clear that having such information is often beyond the possibility of
the current ab initio methods [5]. Attempts to perform such treatments are reported in
Section 4 of the present review.

The present section examines a simpler, although challenging, situation: the building of
an ionic bond between a metal–atom, which acts as the electron donor and an electron
acceptor. Both ground and electronically excited states are considered.

Let us first consider the ground state MgH molecule. The ionisation energy (IE) of Mg
is 737.8 kJ/mol [14] (The conversion of kilojoules per mole to the energy unit in electron
volt is 0.01036410, thus the reader can apply a 1/100 factor if needed.). The EA of the H
atom is about ten times smaller, 72.8 kJ/mol [15]. At infinite separation between Mg and
H, the energy of the ion pair MgþþH�, is thus 665 kJ/mol above that of the MgþH pair.
As the Mg–H interatomic distance decreases, the MgþH interaction energy decreases
only slightly due to the van der Waals (and weak chemical) attraction of Mg and H. In
contrast, the MgþþH� potential energy drops substantially because of the strong
Coulomb attraction between the positive and negative charges. Assuming a 1/R
dependence of the MgþH� potential energy (R is the Mg–H distance) and a flat MgH
potential energy, the two potential curves that describe MgþH� and MgH cross each other
at Rcross¼ 0.209 nm (Rcross¼ 139/(IE�EA)), where the IE and the EA are given in
kilojoules per mole and Rcross in nanometre), a distance larger than the equilibrium
distance in MgH, 0.173 nm [16]. Both MgþH� and MgH have 2�þ symmetry. In an
adiabatic picture, their potential curves should not cross as R is varied. Actually, the
crossing discussed above is between two diabatic curves, which represent two different
electron configurations of the system, namely 3s2Mg 1sH for MgH and 3sMg 1s2H for
MgþH�. When adiabatic curves are considered, a mixing is assumed between these two
configurations, resulting into an ‘avoided’ crossing at Rcross¼ 0.209 nm. The adiabatic
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curves do not cross. The lower one describes the ground-state Mg–H interaction, whereas

the other curve corresponds to an electronically excited state. Considering the ground state

as Mg and H approach each other, the dominant electronic configuration is 3s2Mg 1sH at
large separation. On closer approach, there is a transfer of a valence electron from Mg to

H at Rcross. Hence, at smaller R, the 3sMg 1s
2
H configuration becomes dominant, and the

molecule gains the MgþH� character, essentially. The potential minimum will occur at a
smaller distance Re where the repulsion between the electrons of Mgþ and those of H�

begins to increase faster than the Coulomb attraction between Mgþ and H�.
This qualitative picture shows that even the ground state of a very simple molecule like

MgH needs a multi-configuration approach to be described over a wide range of distances.

Only two configurations are considered in the simple discussion above, 3s2Mg 1sH for MgH
and 3sMg 1s

2
H for MgþH�. Actually, a reliable description of the MgH system must take

into account that Mg, H, Mgþ and H� are polarisable centres. As a result, ab initio

investigations of these molecules require extensive configuration–interaction calculations,
often at the limit of the current computational capabilities [5].

An elegant way to investigate the electronic structure of molecules like MgH is to

perform an ab initio calculation using the formalism of Durand and Barthelat [17], which

describes core electrons by a pseudopotential, complemented by a core polarisation
operator, hence reducing the electronic problem to calculations on the valence electrons. In

the present case, the core is formed by the Mg2þ electrons, hence reducing MgH to the

three valence electrons. This allows for extensive configuration–interaction calculations

such as those performed in [18] using the internally contracted multi-reference configu-
ration interaction (IC-MRCI) method. The top panel in Figure 1 shows the first three 2�þ

potential energy curves of the MgH calculated in [18].
These three curves are essentially flat at long distance. At closer Mg–H distances, they

exhibit strong avoided crossings, which follow the ion-pair curve describing the Coulomb
attraction between ‘unpolarisable’ Mgþ(3s 2S) and H� ions. The bottom panel of Figure 1

shows the permanent dipole moment associated with these three states. As expected, their

value is zero at large distance where the Mg and H interact only weakly. They show a

negative value corresponding to the Mgþ�H�� dipole in the region of the avoided crossing
mentioned above. The reason is found in the qualitative picture of the ionic bond

described above. The strongly attractive configuration 3sMg 1s
2
H pushes down all the 2�þ

potential energy curves. This creates the well of the 12�þ curve at 3.25 a0 and the series of
avoided crossings. As can be seen when observing the variation of the dipole moments in

the bottom panel of Figure 1, the regions of avoided crossing correspond to an exchange

of the MgþH� between the two states that interact: the dipole along one curve decreases

whereas the other one increases. The avoided crossing between the 12�þ and 22�þ states is
directly responsible for the well at large distance in the 22�þ curve, at 4.90 a0. The outer

well in the 32�þ curve at 7.66 a0 has similar origin, the avoided crossing between the 32�þ

and 22�þ states. Let us follow the 32�þ state for decreasing Mg–H distances, starting at

15 a0. Between 15 and 10 a0 it receives a strong Mgþ�H�� character from the 42�þ state,
which is not shown in the figure. Below 10 a0, the 3

2�þ loses the Mgþ�H�� character to the

benefit of 22�þ, the dipole of which is decreasing. At the same time, the dipole associated

with the 32�þ state increases and even becomes positive. However, at 4 a0 the potential
energy of the system is close to that of the excited 3pMg 1s2H configuration, which

is strongly attractive since it is dominant in the Mgþ(3p 2S)–H� ion pair. This is the origin
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of the inner well in the 32�þ curve, at 3.16 a0. Interestingly, this well is almost a vertical
translation of the ground state well in the 12�þ curve. This always happens in systems
bonded by an ionic bond when the electronic excitation simply corresponds to the
excitation of the positive moiety and not to a CT from the negative to the positive moiety.

A final remark must be made concerning the bottom panel in Figure 1: the calculated
dipole moments are significantly smaller than expected in a crude picture where an
electron is fully transferred from Mg to H. This has of course a simple physical origin: the
electron cloud on one centre is polarised by the charge on the other centre. Hence,
whatever the interatomic distance, the actual MgH system can never be described by the
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Figure 1. Top panel: 1, 2 and 32�þ potential energy curves of the MgH molecule as a function of the
Mg–H distance, R (adapted from [18]). The solid lines passing through the calculated points are
spline fits. The two dashed curves show the 1/R Coulomb potential energy associated with the
Mgþ(3s 2S)–H�and Mgþ(3p 2P)–H� ion pairs. Bottom panel: Permanent dipole moment of the same
states. The dashed line shows the expected MgþH� dipole when a single electron is fully transferred
from Mg to H.
Note: In both panels, the open circles, squares and triangles refer to the 1, 2 and 32� states,
respectively.
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interaction between þe and �e point charges separated by the Mg–H distance. This will be

extensively discussed in Section 3.1. It is exemplified in the case of metal halides some of

which are 100% ionic but, owing to charge distribution, do not have anything close to
a point charge dipole. This point is important because it has been the focus of many

discussions, whether retrodonation was at work or simply charge reorganisation

(polarisation) around the negative ion [19].
It is important to emphasise that the present analysis of the MgH molecule is not

specific to this particular system. A similar series of energy states coupled together by

avoided crossing in regions of CT has been encountered and discussed along the same lines

in the other alkaline-earth monohydrides: BeH [20], CaH [21–23], SrH [24] and BaH [25].

A similar situation is encountered in the alkali hydrides. Their ground states are of ionic
character and dissociate into neutral fragments. Again, CT avoided crossings occur

between states of the same symmetry. The corresponding literature is enormous and only

the most recent ab initio studies are cited here: LiH [5,26], NaH [27], KH [28,29], RbH [30]
and CsH [31,32] molecules.

The MgH molecule and more generally mono-hydrides could be considered as a special

case with regard to the ionic bond concept since the EA of the H atom is not very large,

72.8 kJ/mol [15], compared to that of the halogen atoms, which is about five times larger
[33]. This affects essentially the location of the switching region from covalent to ion-pair

configurations and not the overall shape of the energy curves, comparing for instance the

present Figure 1 to the Figure 1 of [34]. The latter reports a very recent all-electron

treatment of the ground and low-lying excited potential energy curves of BaI by the MRCI
method. The discussion drawn above for the MgH potential curves can be transposed

easily to describe the potential energy curves of the BaI molecule. As we shall see now, it is

useful also to the discussion of polyatomic systems.
Figure 2 shows cuts through the ground state and low-lying excited energy surfaces of

the MgOH molecule. The calculation follows the same lines as those reported above for

MgH. The formalism of Durand and Barthelat [17] allows reducing the electronic problem

to the treatment of the valence electrons, nine in the present case. Again, the calculations

are performed using the IC-MRCI method. The results shown in Figure 2 are close to
those reported in [35], where an all-electron multi-reference double excitation configura-

tion interaction (MRD-CI) approach has been used. The ground-state MgOH molecule at

the equilibrium position has essentially the MgþOH� configuration. In linear and bent
geometries, this corresponds to �þ and A0 symmetries, respectively. At large separation

between Mg and OH, the ground-state configuration corresponds, of course, to the

Mg(3s2)þOH(X2�) asymptote, hence leading at finite Mg–OH distances to a � state in

linear geometry and to a pair of A0 and A00 states in a bent geometry. When considering
adiabatic correlations, it appears that stretching the Mg–OH bond from the equilibrium

position correlates adiabatically to the excited state Mg(3s3p 3P)þOH(X2�) of the

separated pair in linear geometry, whereas it correlates to the ground-state

Mg(3s2)þOH(X2�) pair in bent geometries. This behaviour is explicit when comparing
the two panels of Figure 2. That doubly degenerated 2� curve crosses the 2� curve in the

top panel whereas the A0 component that emerges from the 2� curve in the bent geometry

produces a strong avoided crossing with the A0 curve that emerges from the 2� curve (see
the bottom panel of the figure). This illustrates the strong dependence of the CT process

when potential curves of different symmetries are involved. Of course, the anticrossing
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between the two 2� curve that appears in the linear geometry (top panel) is not affected
significantly when the molecule is bent (bottom panel).

Let us consider for a while a dynamical problem where OH collides with Mg. If the
Mg/OH system reaches the Mg–OH distance where the electron transfer is expected in
a collinear geometry, the electron transfer will not occur for symmetry reasons and
the collision will keep going on a covalent potential energy surface. In contrast, if the
geometry is bent, the electron transfer can occur and the system is transferred to the
ion-pair surface.

We conclude this section by observing that CT systems have a quite unique position in
physical chemistry. We have seen already, and this review will illustrate this further below
that a semi-quantitative description of the CT process is possible using very simple
physico–chemical concepts based on electrostatics. This allows for a profound under-
standing of which important phenomena govern the experimental observation. This
contrasts with the extreme difficulty of a quantitative description of these systems by ab
initio methods, essentially because extensive configuration interaction is required, which
often put the calculations at the limit of present computational capabilities.
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2.2. Experimental characterisation

Charge transfer states are ubiquitous in living systems, stabilised by the solvent and
mineral ions. They also exist in the gas phase, the central focus of the present review.
There, they are difficult to characterise since these states sometimes correspond to excited
states and are short or very short-lived. Let us thus divide their characterisation between
permanent CT states (Section 2.2.1) and transient CT states (Section 2.2.2). Most of the
methods rely directly or indirectly on the determination of the dipole moment, the
quantum mechanical observable of the charge separation. CTs in electronically excited
states are specifically examined in Section 2.2.3. Finally, detection methods probing the
electron configuration directly, namely methods involving photoionisation and photo-
electron spectroscopy, are presented as very promising tools for tracking CT states in
Section 2.2.4.

2.2.1. Permanent CT states

The most obvious method is to use the electrical properties of CT states: a large dipole
moment resulting from the charge separation at large distances. The actual measured
dipole moment results however, from different effects, the first one corresponding to the
charge separation, the second to induction effects and the third to electron retrodonation
as in Section 3.3 from a transition metal to a halide. Thus, the interpretation of the dipole
moment is a difficult task that needs to be analysed theoretically. Besides, a molecule can
exhibit charge separation and possess nonetheless a zero static dipole, such as linear
molecules B�AþþB� or BþA� �Bþ.

2.2.1.1. Spectroscopic measurements. These measurements rely on the Stark effect, the
splitting of rotational states into 2Jþ 1, MJ states under the perturbation caused by the
electric field: HStark¼�mE. This splitting is different in different electronic states, hence
spectroscopic measurements allow for the simultaneous determination of m in both ground
and excited states [36]. This method is extremely powerful and efficient in diatomic
molecules and linear molecules but becomes difficult when the Stark splittings are small
and the lines are ill-resolved. Hence, only pseudolinear molecules like CaOCH3 have been
investigated in this manner.

2.2.1.2. Deflection measurements. They rely on the Stark effect but only for the ground
electronic state, where a rotational state |JMJi of a dipolar molecule is selected. The
molecule in this |JMJi state is doubly deflected by an inhomogeneous electric field and hits
a detector. In a Stark cell, intermediate in this device, the molecule is pumped from MJ to
M0J by a radio frequency source, in the presence of an electric field. The electric static field
and the radio frequency field (RF) are set perpendicular to allow transitions with DJ¼ 0
and DMJ¼�1. A specific |JMJi state is focussed on the detector by a set of
inhomogeneous fields. On resonance with the RF, the molecules in the |JMJi state are
defocussed on the detector causing a signal dip. By scanning the RF, one can derive the
frequency D of the JMJ! JM0J transitions. The calculation of transition frequency � with a
proper spin rotation Hamiltonian allows for the determination of the dipole moment
in a similar way as in the preceding, for a molecule having electronic and nuclear
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spin moments. One obtains a transition frequency directly proportional to the square of
the dipole moment of the molecule, �/ (mE)2, E being the Stark field. Thus, the dipole
moment of caesium fluoride was measured as 7.3D, indicating a strongly ionic bound
molecule [37]. This method was used for a long time on salt molecules (metal ion halides)
for which precise values of the dipole moment were determined. However, it is inapplicable
to large molecules with dense rotational manifolds, where it is difficult to focus a single
rotational level in this apparatus.

The original deflection method has been modified rather recently by using the
deflection of dipolar molecules by a field gradient [38]. The force exerted on the molecule is
F¼ m @E=@x and recently developed systems provide very high-field gradients. However,
this approach is not as simple as the preceding, since the dipole moments are randomly
oriented and �¼�hcos �i, thus the force averages over angles and applies to an ensemble
of rotational levels. A classical simulation of the deflection of the molecule NaC60 has been
performed and is represented in Figure 3(a). It appears that the deviation is small but the
broadening of the beam by the gradient is important.

For the example presented in Figure 3(a), the dipole moment is 14.8D indicating a
large electron transfer between sodium and fullerene [38]. Interestingly, the measurement
was also performed at a different, higher temperature 300K. A clear deflection then
appears as shown in Figure 3(b). This is interpreted by the movement of the sodium atom
on the surface of the fullerene owing to thermal energy and there exists in the presence of
the electric field an apparently greater dipole moment [39]:

� ¼ E
h�2iT

kT
þ �

� �
,

where � is the polarisability of fullerene (80 Å3) and �2
T is close to the preceding

value at 85K.

2.2.1.3. Indirect methods. A systematic study of the CT properties in various complexes of
electron donors with electron acceptors, has been performed by Legon [40] by rotational
spectroscopy (pulsed Fourier transform, of the free-induction decay of the rotating
molecule, thus transposing time oscillations of the electric field into frequency
components). The electron transfer is monitored here via the hyperfine splitting observed
in these spectra. In an atom, the nuclear quadrupole interacts with the field gradient of

NaC60 NaC60
T=85K 300 K

0 kV
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20 kV
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40
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(b)(a)

Figure 3. (a) Experimental beam profiles measured at 85K for NaC60 (symbols) and
calculated profiles with �¼ 14.8D (full line). (b) Experimental beam profiles measured at 300K
for NaC60 [38].
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unpaired electrons in its vicinity, since paired electrons show an isotropic field. This thus
provides an accurate measurement of the charge distribution around this atom. The
hyperfine splitting, precisely measured with microwave accuracy, yields the hyperfine
coupling constant �¼ e � q �Q (e is the proton charge, Q is the nuclear quadrupole and q is
a quantity depending upon the charge distribution close to the nucleus). In this case,
q relates to the average field gradient h@2V=@r2iave about the atom.

In a method originally developed by Townes and Dailey [41], q is then measured in
molecules where the atom is bound within a chemical bond. However, on average, the
unpaired electron remains about this atom and the wavefunction of the valence electron can
be expanded as a linear combination of atomic orbitals. In the case of Cl, the atom that
accepts a second charge as Cl�, becomes spherically symmetric with q¼ 0. In an
intermediate case where the molecule is partially ionic, the wavefunction is a superposition
of neutral and ionic contributions with probabilities 1� x and x, respectively. Hence,
q becomes a linear combination of the neutral and ionic contributions which can be
disentangled. This has been successfully applied to radicals of increasing electronegativities
[41] as show in Table 1. As expected, the q value of 35Cl inNaCl (i.e. NaþCl�) is close to zero.

2.2.2. Transient CT states

Transient CT states show up when two species collide with each other. Many such
situations are rationalised within the concept of the harpoon mechanism in which a metal
atomþmolecule reaction proceeds via the charge donation from the metal to the molecule.
Thus, the TS is located in a potential energy region at the seam of the neutral reagents and
in this CT curve. We shall discuss in Section 4 this mechanism which is based upon
observations by Polanyi [1] and further substantiated by Maya [42] on the reactions of
molecular bromine with alkali metals. The cross-sections are beyond 100 Å2 corresponding
to much larger distances between reagents than the normal onset of chemical forces. Also,
the reaction cross-section increased for a series of reactions of Br2 with the alkali
metals correlatively with the decrease of the ionisation potential of the metal atom, from
sodium through caesium. This is as expected if the cross-section of the reaction is
determined by the electron capture distance by the halogen molecule from the alkali metal.

2.2.3. Tracking CT in excited states

In the case where the state of interest is no longer the ground state, it is necessary to
employ different methods to characterise the CT. If one knows precisely the energy of the

Table 1. Quadrupole coupling constants of 35Cl.

Molecule
Most important

electronic structure
Quadrupole coupling

constant e � q Q in MHz

Cl. �110.4
ICl I–Cl �82.5
ClCN C�N–Cl �83.2
CH3Cl H3C–Cl �75.13
NaCl NaþCl� 51
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CT state, a direct spectroscopic measurement would identify it readily. This is not

generally the case except for X-ray absorption (or fluorescence or photoelectron

spectroscopy). Most of the methods are indirect and employ spectroscopic tools that are

sensitive to charge separation. Among the best studied systems are the molecules subject to

intermolecular charge transfer (TICT) by twisting it along its axis and excited state proton

transfer (ESPT) in clusters. In both cases, solvation by several molecules is necessary to

accomplish the CT in the gas phase. One of the most common methods of investigation

has been luminescence, following the example of Förster [43] who determined that naphtol

was an excited state acid, that separated into NaphtO� and Hþ, following the scheme

described in Figure 4(a). Here by excitation of naphtol in solution, an excited naphtolate

results in a stabilised form that fluoresces to a destabilised ground state. Thus, very

important red shifts of the fluorescence were taken in this case as the characteristic of

the formation of the ion pair.
Similar studies have been performed in gas phase clusters of 1-naphtol with ammonia

by Leutwyler et al. [44]. It clearly appears that the fluorescence of small clusters (1 to 3–4

clustered ammonia molecules) the emission spectrum is characteristic of the resonant

emission is typical of a van der Waals cluster, while beyond nsolvent¼ 4–5, the emission

becomes strongly red shifted (by 9000 cm�1) and diffuse. In the same way, absorption

spectra, as taken by tuneable multiphoton absorption spectroscopy, reveal a completely

diffuse spectrum for 1-naphtol-(NH3)4, in difference with the structured absorption of the

smaller complexes. These systems are really the epitome of the observation of charged

pairs in the gas phase. The latter spectroscopic method, invoking the great diffuseness of

Figure 4. (a) Schematic energy diagram of the excitation mechanism and emission mechanism via
the formation of a naphtolate �MHþ(protonated solvent) ion pair. (b) Emission spectra of naphtol
ammonia clusters labelled by the number of solvent ammonia molecules; the radical change in
emission is seen at n¼ 4 [45].
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spectra has to be complemented by systematic size or solvent comparisons, and of course

calculations, since diffuseness in the spectra does not have CT as the only cause. The

stabilisation observed in emission is simply much greater than that of an excimer.

2.2.4. Tracking CT states by photoionisation

2.2.4.1. Core electron ionisation. This method has yet only been used in solutions but can
serve as an example. The basis of the measurements relies upon the change in the IE of a

core electron 1s or 2s, 2p of a species (often a complex involving a transition metal atom)

when its oxidation state is changed. In contrast to UV spectroscopy, X-ray absorption

selects the properties of individual atoms. When metal complexes including surrounding

ligands, such as bipyridil are investigated, it is possible to look at the specific properties of

the metal atom. In these complexes, the change in oxidation state of the metal atom results

from an electron transfer from the metal to surrounding ligands, for example, RuII and

RuIII complexes exhibit pronounced differences in their L-edge [46]. This is shown in

Figure 5(a) and (b) for solution measurements of aqueous RuIIbipyridil2þ3 : an absorption

feature at 2841.0 eV (B), characterises the bivalent compounds due to the 2p3/2! 4d3/2 (eg)

transition next to the weaker 2p3/2! 5s1/2 transition around 2851 eV (C). The laser

excitation removes the weakest bound electron from the fully occupied 4d (t2g) level and

generates a trivalent ruthenium compound, opening up an additional absorption due to

Figure 5. (a) Transient absorption spectrum of photoexcited aqueous RuIIbipyridil2þ3 (open circles)
recorded 300 ps after the laser pump pulse. The dashed curve is a fit accounting for the blue shift of
the static XAS due to the photo-induced increase of oxidation state, and the solid fit includes the
appearance of feature A0 for the reaction intermediate. (b) Reactant RuII state absorption spectrum
(dashed) fitted from the experimental data, and the intermediate compound absorption spectrum
(solid curve) constructed from the reactant state and the transient absorption fit, solid curve in (a),
adapted from [46]. (c) The labelled features A0, B0, C0 and B, C denote the allowed transitions of
RuIII and RuII, respectively. (d) Schematic photochemical cycle in RuIIbipyridil2þ3 .
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the allowed 2p3/2! 4d5/2 (t2g) (A), in addition to the shift induced by the change in

oxidation state.
In a pump probe experiment where the pump laser promotes a d electron to a CT state,

a metal-to-ligand charge transfer (MLCT) occurs (Figure 5(c)), where the bipyridils share

the charge, and the oxidation state of Ruthenium has changed to III. This transition at the

blue edge of the visible spectrum is well-known and has been characterised for ruthenium

asymmetric complexes by the Stark effect [47]. When this 1MLCT state is excited by a

femtosecond laser and probed by X-ray pulses from a synchrotron source, after 100 fs the

transient difference spectrum in Figure 5(a) corresponds to the decrease of feature B (RuII)

and the appearance of the A0B0 doublet structure in the RuIII complex together with a ca.

1 eV shift in C0, resulting from the change of oxidation state of the ruthenium central atom

in the formation of the CT state 3MLCT. Hence the transitions ‘localised’ on the metal

help the direct characterisation of the electronic state of the metal and thus the change in

charge distribution in the complex.
This method has been applied to solution systems and also to crystalline systems but

by the use of photoelectron spectroscopy, it could easily apply to gas phase, more dilute

samples of coordinated metals, provided they could be vaporised intact.

2.2.4.2. Direct ion-pair detection. If charges are separated in a state that correlates to
AþþB�, this state can be excited in such a manner that the energy is greater than its

dissociation limit, and it is possible then to observe each of the separated ions AþþB�,

showing the true identity of this state. This dissociation limit lies above the ionisation limit

of the AB molecule if the EA of B is lower than the (A-B)þ bond energy. The observation

of levels below the energy of the charge separated ions Aþ B� has been compared to the

observation of Rydberg states with a heavy electron (the anion) [48]. An example is given

here on a simple diatomic oxygen whose CT separation limit lies 1.45 eV below

the dissociative ionisation limit, at 18.73 eV into Oþ(4S)þO(3P) [49]. In Figure 6, the

separated ions are excited by three photons of a 205 nm femtosecond laser directly in the

repulsive limb of the OþþO� potential, �0.9 eV above the ion-pair asymptote

(Figure 6(b)). The kinetic energy of the recoiling ion pair appears in the images in the

Figure 6. (a) Velocity map images of Oþ and O� ions arising from the photodissociation of O2

pumped by femtosecond radiation at �205 nm and three photons. (b) Relevant potential energy
curves of the excited states of O2 and Oþ2 in the energy region of interest [49].
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size of the half circles in the images that are identical. The clouds of recoiling ions are
oriented along the direction of the electric field of the laser.

This method, at this time has only been applied to simple molecules, although the
observation of Coulomb explosion of 7-azaindole dimers to detect intermediate states is
akin to it [50]. It could be applied to large polyatomic systems, the main difficulty being to
achieve an absorption to the Franck–Condon disfavoured repulsive limb. Here for oxygen,
this was done by exciting several steps including repulsive states of oxygen.

2.2.4.3. Transient photoelectron spectroscopy. In photoelectron spectroscopy of CT states
in molecules, one cannot rely, as for the ‘local X-ray ionisation’ of a metal embedded in an
organometallic complex, on the difference in the ionisation potential to discriminate this
state from the others. However, molecules can exhibit several ionisation limits converging
to ground or excited state ions. This follows Koopman’s theorem describing the ionisation
from the highest occupied molecular orbital in the system. In the pyrazine molecule, the
excited states show two ionisation routes via the ejection of a ��1 electron or n�1 [51]. The
different convergence limit can also be related to an excited ion if it differs in geometry
from the neutral.

Charge transfer bears a resemblance to Rydberg states, via their Coulomb attraction
potential, a resemblance already mentioned for ion-pair states and their dissociation.
There the anion B� plays the role of a heavy electron [52,53]. Therefore, photoelectron
spectra of these excited states, from the bound levels to the ionisation continuum of the
neutral should resemble that of Rydberg states. In view of the preceding paragraph, the
ionisation limit of the Aþ–B� CT intermediate will relate to the ionisation limit of the Aþ

moiety, or at least to the limit where the charge is borne by the A, Aþ–B group [52,53]. A
final word should be said about CT occurring between a Rydberg atom A and a molecule
M. The higher ionisation potential of the molecule allows for the CT from the neutral
Rydberg to the molecule forming after collision, a separated ion pair AþþM�. Although
this has not been applied to metal Rydberg states, it forms an interesting way to study
electron transfer spectroscopy.

In conclusion, while most of these methods apply to bind CT states, the last one applies
to recoiling charged separated fragments. Theory is of great help in all other cases despite
the inherent difficulties to apply it to diffuse CT states.

3. Static interaction of metal atoms with electron acceptors (atoms and radicals)

3.1. Acceptors with large positive EAs

3.1.1. Overview

Section 2.1 addresses the way an ionic bond is formed between a metal atom acting as
an electron donor M and an electron acceptor X, leading to the dominant MþX�

configuration near the equilibrium geometry Re of the MX molecule. The same section
also outlines, that simple arguments accounting for the electrostatic attraction between
two point charges located at the atomic centres can be used to predict almost
quantitatively the M–X distance Rcross where the adiabatic potential energy curves
describing the ground and low-lying excited states of the MX molecule
show strong avoided crossings associated with the electron transfer from M to
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X (Rcross(Å)¼ 1390/(IE(kJ/mol)�EA(kJ/mol))¼ 14.4/(IE(eV)�EA(eV))), where IE and
EA are the ionisation energy of M and the electron affinity of X, respectively). In contrast,
the permanent electric dipole moment of the MX molecule at the equilibrium geometry is
substantially smaller than expected from the simple point charge model.

The present section reviews experimental data on CT metal–ligand systems, dipole
moments in particular, and discusses their values using more refined models, which
account for the strong electrostatic effects that play a role near the equilibrium radius Re of
strong MX ionic molecules. Dipole moments are indeed especially sensitive due to these
effects, much more than the electron transfer radius Rcross. The charge on one ion induces
a dipole moment on the other. This lowers the potential energy and contributes positively
to the bond strength, but also tends to reduce the net dipole moment, since the two ‘local’
charge-induced dipoles on the Mþ and X� electron clouds will be opposite in sign to the
main MþX� ‘point-charge’ dipole. (A more ‘chemical’ explanation of this effect is that
there is still some ‘covalent’ bonding in ‘MþX�’molecules (Table 2).)

So how much ‘net’ charge is really transferred in molecules like MX? One can get an
experimental ‘lower-limit’ estimate for those MX molecules for which the dipole moments
have been measured. According to [54],

�ðDebyeÞ ¼ 4:80 � Re ð—Þ � � ð1Þ

where � is the net fraction of a unit charge transferred. Shown in Table 2 are some
calculated values of � for MX molecules, with some values of more covalent molecules
included for comparison. It is obvious that the net CT in alkali halide diatomic molecules
is substantial: greater than 0.7–0.9 units of CT, but the variations with M and X appear to
be complicated, as expected, since they depend on the IE of M, the EA of X and the ‘size’
(affecting repulsion) and polarisability of both the Mþ and X� ions. Of course, it is also
somewhat arbitrary as to how one assigns the ‘net’ charges on each ion, since there is
obviously strong repulsive overlap of the electron clouds of the Mþ and the X� ions near

Table 2. Lower-limit fractional CT � in diatomic molecules.

Molecule Average bond length (Å) Dipole moment (D) � D(EN)

NO 1.154 0.16 0.03 0.40
HI 1.620 0.45 0.06 0.46
CIF 1.632 0.89 0.11 0.82
HBr 1.424 0.83 0.12 0.76
HCl 1.284 1.11 0.18 0.96
HF 0.926 1.83 0.41 1.78
CsF 2.347 7.85 0.70 3.19
LiCl 2.027 7.08 0.73 2.18
KBr 2.824 10.60 0.78 2.14
NaCl 2.365 8.97 0.79 2.23
KCl 2.671 10.23 0.82 2.34
KF 2.176 8.55 0.82 3.16
LiF 1.570 6.28 0.84 3.00
NaF 1.931 8.12 0.88 3.05

Source: [54].
Note: D(EN) is the difference in electronegativity of the two atoms.
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the equilibrium bond distance of the MþX� molecule – after all, that is what causes there

to be a minimum in the potential curve!

3.1.2. Alkali mono-halides

The quantitative description of all the effects which contribute to the net dipole moments
of alkali halide diatomic molecules is thus difficult, mostly due to the complexity of

describing the electron-cloud ‘overlap’ of Mþ and X� ions at small R, but a lot of progress

has been made in this area.
An early attempt to provide a semi-quantitative model for alkali–halide bonding,

including the ion-induced-dipole polarisation effects, was that of Rittner in 1951 [55].
Using classical electrostatics, he derived equations for the induced (‘back’) dipole moments

of the Mþ and X� ions in terms of a power series. Including only the first two terms of the

power series, the net dipole moment of MþX� molecules was predicted to be

� ¼ eR�
R4e �1 þ �2ð Þ þ 4Re�1�2

R6 � 4�1�2

� �
ð2Þ

where R is the distance between Mþ and X� nuclei, �1 and �2 are the effective

polarisabilities of Mþ and X� at distance R, and e is the unit charge. This early ‘Rittner

potential’ model was qualitatively successful in predicting the decrease in dipole moments

from those predicted by a complete MþX� CT, but at the time there were only a few
reliable experimental dipole moments available for alkali halide diatomic molecules in the

gas phase to test the model comprehensively. Brumer and Karplus [56] later showed

quantum mechanically that the true expression, at least at the reasonable limit of second-

order perturbation theory, really equalled the first term in the power series, resulting in the

simpler ‘Truncated-Rittner’ or T-Rittner equation for the overall dipole moment:

� ¼ eR�
e �1 þ �2ð Þ

R2

� �
ð3Þ

As we shall see below, a second-order perturbation treatment, while apparently

approximately valid for the alkali halides, where the polarisabilities of the alkali ions are

quite small, is not an adequate approximation for metal halides where the polarisability

of the metal ion is large (such as the alkaline-earth halides). Brumer and Karplus
claimed that the T-Rittner model was superior to that of the Rittner model in many

ways, but as Kumar and Shanker [57] later pointed out, they actually determined the

‘effective’ polarisabilities of Mþ and X� ions by fitting the experimental dipole moment

values of several MþX� molecules to Equation (3). Kumar and Shanker improved on

this by calculating the ‘effective’ polarisabilities from the Pauling [4] free-ion
polarisabilities in the Coulomb potential of the counter-ion at distance R, using the

NR ion-dependent potential [57]. Using the Rittner model (Equation (2)) and the

T-Rittner model (Equation (3)) and their calculated �1 and �2 values, they were able to

fairly well reproduce � values for 25 alkali halides [57]. Shown in Table 3 are the results.

It appears difficult to tell whether the Rittner or the T-Rittner model is better, since both

are quite satisfactory in predicting dipole moments at the bond distance Re for the alkali
halide molecules.
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3.1.3. Alkaline-earth monohalides

Just as for all the alkali halides, Rcross�Re for all the alkaline-earth halides (Mg to Ba).
For the alkaline-earth monohalides, however, both the Rittner and the T-Rittner models
fail dramatically in some cases. For example, the dipole moment of CaF has been
measured [58] to be þ3.07D, but the T-Rittner and the Rittner models yield values of
�0.32D and �9.5D, respectively [59]. This is because of the much larger polarisabilities of
the alkaline-earth ions, which have single diffuse outer-shell ns electrons instead of the
compact (n� 1)p6 filled-shells of the alkali ions. The necessary approximation R6

� 4�1�2
(Equation (1)) is thus no longer valid.

Törring et al. [59,60] developed a simple model for the alkaline-earth halides, which
allowed for the very large shift in electron density of the open-shell, polarisable Mþ(ns)
outer electron away from the X� ion. The model is a modification of the Rittner model in
which the Mþ ion is treated as an Mþþ ion at a distance R from the X� nucleus plus a
negative charge shifted an amount DR away from the Mþþ nucleus due to polarisation by
the X� charge. The polarising field felt by the X� ion is thus a superposition of those due
to the Mþþ positive ion at R and the Mþ negative electron at RþDR. The field felt by the
Mþ negative electron (simply assumed to be spherically symmetric about the point DR
from the Mþþ nucleus) is that due to the X� charge located at the X� nucleus (DR for the
filled shell X� ion is thus assumed to be small compared to R, which is one of the Rittner
approximations [55]. This was justified [59,60] by the fact that all six p-electrons contribute
to the polarisability of the X� ion, so DR along the bond axis for the X� ion is much
smaller). The resulting equations allow DR to be solved iteratively. (The ‘effective’
polarisabilities of the halide ions were those calculated by fitting the alkali halide dipole
moment data to the Rittner equation [59,60].) The model was fairly successful in predicting
the only dipole moments known at the time (experimental values in parentheses;

Table 3. Values of calculated dipole moments � in D [57].

Molecule
Rittner model
Equation (2)

T-Rittner model
Equation (3) Experimental

LiF 6.15 6.20 6.28
LiCl 7.08 7.13 7.08
LiBr 7.12 7.17 7.22
LiI 7.32 7.38 7.42
NaF 7.95 8.06 8.12
NaCl 9.02 9.17 8.97
NaBr 9.14 9.31 9.09
NaI 9.40 9.57 9.21
KF 8.18 8.57 8.55
KCl 10.02 10.46 10.23
KBr 10.37 10.84 10.60
KI 10.91 11.40 11.05
RbF 8.00 8.53 8.51
RbCl 10.20 10.80 10.48
CsF 6.99 7.86 7.85
CsCl 9.95 10.84 10.36
CsI 11.33 12.30 12.10
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Debye): CaF: 3.34 (3.07); CaCl: 4.47 (4.27); CaBr: 4.80 (4.36). The experimental dipole
moments are substantially less than predicted by complete MþX� point-CT (�10–13D),
and these major effects are therefore very nicely rationalised by the large DR shift of charge
on the polarisable alkaline-earth ions [59,60].

More sophisticated theoretical treatments of alkaline-earth halide diatomic inter-
actions have been published: ligand-field treatments by Field et al. [61], and ab initio
treatments by Yarkony et al. and others [62]. These treatments result essentially in the
same qualitative conclusions about CT and polarisation of the Mþ(ns) electron cloud as
does the simpler Törring–Ernst model [59,60], but are much more difficult to implement,
especially for the heavier Mþ and X� ions. The results in both of these treatments are
discussed in terms of s, p, d mixing (hybridisation) in the Mþ(‘ns’) non-bonding molecular
orbital in the field of the X� ion, resulting in severe distortion (polarisation) of the ‘ns’
electron away from the X� ion, substantially reducing the dipole moments. (However, in
some cases, the calculated dipole moments are in worse agreement than the much simpler
Törring–Ernst empirical model, although of course these models more accurately represent
the ‘shape’ of the Mþ non-bonding electron cloud.) For example, the Yarkony [62] results
for CaCl(X2�þ) yielded 71% 4s	, 21% 4p	 and 1% 3d	 contributions to the Caþ non-
bonding MO, essentially consistent with the experimental result of Bernath et al. [63] from
magnetic hyperfine measurements of 75% 4s	 and 25% 4p	. The ligand-field approach
[61] also yielded essentially consistent values of 79% 4s	, 19% 4p	 and 2% higher-lying
n	 Rydberg AOs.

It should also be noted that the experimental magnetic hyperfine measurements of all
the CaX ground states [63] show definitely that the reduction of dipole moments from the
Mþ/X� ‘point-charge’ values is due to ion polarisations and not to ionic–covalent mixing
of MþX� and MX electronic configurations. We quote from [63]:

The halide nuclear spin acts as a probe of the size and shape of the unpaired spin-
density present at the halide nucleus. The strongest indication that the CaX molecules are
nearly perfectly MþX� ionic is that the magnitudes of the magnetic hyperfine parameters
(b’s) are less than 1% of the values calculated for neutral halogen atoms. This is consistent
with almost complete localisation of the unpaired spin density on Caþ.

3.1.4. Summary for alkali monohalides and alkaline-earth monohalides

The model calculations and the hyperfine experimental measurements indicate quite
clearly that:

(1) Both the alkali halides and the alkaline-earth halides are diatomic molecules
in which complete CT has occurred. They are essentially MþX� molecules.

(2) The reduction of their dipole moments from that expected from ‘point-charges’
centred at the Mþ and X� nuclei at distance Re is due to ion-induced-dipole
interactions, and not to ‘partially covalent’ character.

3.1.5. The concept of ‘effective’ polarisabilities

Perhaps the biggest problem in the Rittner model (and the modifications thereof) is that
the polarisabilities of the Mþ and X� ions near Re of the MþX� molecules must be
substantially changed from the ‘free-ion’ Mþ and X� polarisabilities to get agreement with
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experimental dipole moment measurements. For example, for the alkali halides, where
only the halide ions are very polarisable, the empirical ‘best-fit’ effective polarisability of
F� is 0.70 Å [55,57] as compared to a good ab initio value of about 2.2 (Å3) [64]. This ‘best-
fit’ value is just what works best as a single value to rationalise the dipole moments of
several alkali–ion MþX� molecules with varying bond lengths Re. The polarisabilities
obviously vary with R, so this seems quite arbitrary and certainly could not be true at large
R (or small R).

The Kumar–Shankar treatment [57] was the first attempt to calculate R-dependent
polarisabilities of the X� ions in the presence of Mþ ions. More recently, Field and Gittins
[65] have presented a ‘Hamiltonian’ approach to calculating the effective polarisability of
an X� ion in the presence of a Mþn ion at a distance R. The authors estimated the effective
polarisability of X� in the field of an Mþþ ion by calculating the E-field-induced mixing of
the 1S and 1P ground- and excited-state wavefunctions of the X� ions. This was done by
constructing an effective 2	 2 molecular Hamiltonian matrix which explicitly includes the
1S and 1P electronic states. The potential energy function for the MXþ ion ground state
is thus calculated as a function of Mþþ/X� distance R.

Shown in Figure 7 is the calculated [65] induced dipole on F� by a þ2 point charge
at distance R. Unlike the ‘effective’ polarisability model used by earlier workers, the
calculated � of F� as a function of R gives the correct ‘long-range’ dipole moment (using
the ‘free’ ion polarisability of F�) as well as the correct dipole moment near Re for
Mþþ/F� ions. The induced F� dipole moment also ‘saturates’ correctly [65] at small R,
rather than incorrectly approaching infinity.

Shown in Figure 8 is the potential curve for the CaFþ molecule from the Hamiltonian
treatment [65] versus a Morse curve constructed from the experimental spectroscopic
values for CaFþ; the agreement is remarkably good near Re and R5Re. (At R4Re, of
course, the curve incorrectly dissociates to CaþþF�, rather than CaþF.) This method is

Figure 7. Calculated induced dipole on F� by a þ2 point charge at a distance R. Dotted and dashed
curves using constant polarisabilities in Equation (3), respectively 4:7a00 (the best-fit semi-empirical
value used for F�), and 15a30 (a typical ab initio value for F�). The solid line is obtained using the
method described in [65].
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thus highly promising, but as far as we have been able to determine, it has not yet
been applied to any molecules other than the CaFþ and BaFþ ions in the original
communication [65].

3.1.6. ‘Pseudo-halides’: hydroxides and methoxides

Radicals like OH and OCH3, also bond strongly and ionically with alkali and alkaline-
earth atoms, since they have high EAs and are ‘pseudo-halide’ in electronic character.
Mestdagh and Visticot [66] extended the Törring modification of the Rittner potential to
alkali and alkaline-earth hydroxides. Firstly, they treated the OH� ion as an (OH)þ7 ion
surrounded by eight polarisable electrons, similar to the Törring treatment of alkaline-
earth ions as Mþþ ions surrounded by a single polarisable electron. Secondly, they did not
treat (OH)þ7 as a point charge, but as two point charges O6þ and Hþ, separated by the
internuclear distance in the OH� ion. Thirdly, they assumed all the hydroxide molecules to
be linear. Similar to the Törring model, then, when the OH� is polarised by the Mþ ion,
the electronic charge on the OH� ion is shifted towards the Mþ ion by a distance DR�.
(The treatment of the Mþ ion was the same as the Törring model.)

Similar to the halide cases, the effective value of the polarisability used for OH�

(1.2 Å3) [55] had to be reduced significantly from the ab initio value for free OH� of 4.0 Å55

in order to best fit all known or estimated dipole moments of the hydroxides known
(at the time) [66].

Shown in Table 4 are the Mestdagh–Visticot ‘predicted’ semi-empirical [66] values of
the dipole moments of the hydroxides compared to the currently accurately known
experimental values [66]. The earlier predicted values are in reasonable agreement with,
but somewhat lower than, the experimental values. The agreement can be greatly improved
by slightly adjusting their earlier assumed value of 1.2 Å3 for the effective value of the

Figure 8. Potential energy curves for the ground state of CaFþ. The solid curve is the ion-pair
potential and the dashed curve is a Morse potential resulting from the fit to the experimental data
of [65].
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polarisability of OH� to 1.0 Å3 (Table 4). An ab initio calculated value [67] of the dipole
moment of CaOH is only 0.98D, substantially too low.

Steimle et al. [68] extended the Mestdagh–Visticot model to the pseudo-halide molecule
CaOCH3. (The CH3 group was assumed to be a þ1 point charge located at the C atom,
which in fact may not be quite correct.) The model is less successful for CaOCH3,
predicting �0.1D versus the experimental value of þ1.58� 0.08D [68]. But the authors use
a qualitative estimate of 3D for the effective dipole moment of the free OCH�3 ion which is
based on an ab initio estimate of 2D for the OCH3 radical [68]. If 2D were used instead of
3D, the predicted dipole moment for CaOCH3 would essentially match the experimental
value. Also, an assumed value of the effective polarisability of OCH�3 was partially based
on the earlier assumed value of 1.2 Å3 for OH� by Mestdagh and Visticot, so that using
a new value of 1.0 Å [55] would presumably also increase the value of � predicted for
CaOCH3 to a positive value more closely approaching 1.6D.

An attempt to predict the effective polarisabilities of pseudo-halides (as well as all the
halides) as a function of R in these ionic molecules, using perhaps something like the Field
et al. [65] method would be a worthwhile endeavour, we believe.

Similar to the calcium halides, the magnetic hyperfine constants for the calcium
pseudo-halides are all extremely small [68], further evidence that the unpaired electron lies
completely on the Caþ ion (where I¼ 0).

3.1.7. Low-lying excited states of alkaline-earth halides, hydroxides and CaOCH3:
quadrupole moment interactions

The first excited states of alkaline-earth halides and pseudo-halides involve the interaction
of excited Mþ((n� 1)d) states instead of the Mþ(ns) ground states. These states have
quadrupole moments, and the interactions of these quadrupole moments for d	, d�, d�
alignments must be taken into account. Törring et al. [60] used a fitting procedure to
obtain the effective d	, d�, d� polarisabilities and quadrupole moments which best
reproduce all the known dipole moments and energies for the resulting B 2�þ, A 2� and
A0 2D excited states of alkaline-earth halides. They utilised the well-known relations which

Table 4. Values of dipole moments (D) ‘predicted’ by the Mestdagh–Visticot
model.

Molecule Predicted values [66] Experiment New predictions

LiOH 3.7 4.755 4.3
NaOH 6.4 6.832 6.7
KOH 7.2 7.415 7.5
RbOH 7.5
CsOH 7.4 7.1 (0.5) 7.6
MgOH 1.2
CaOH 1.2 1.46 1.8
SrOH 1.8
BaOH 1.7

Source: [66].
Note: The new prediction column assumes an effective polarisability of OH� set
at 1.0 Å3 instead of 1.2 Å3 in the original model.
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are derived from the angular parts of the free-ion d-orbital wavefunctions to reduce the
number of free parameters to 2. Visticot and Mestdagh [66] extended this model to MOH
molecules. Finally, Steimle [68] used the same procedure as Visticot and Mestdagh for the
equivalent excited states of CaOCH3. In general, the models were reasonably successful
in reproducing the energies of these excited states as well as their dipole moments (when
known).

3.2. Acceptors with small positive electronic affinities: metal monohydrides
and pseudo-hydrides

The H-atom has an EA (þ73 kJ/mol) [15] which is much less than the halogen atoms, but
the monohydrides of alkali and alkaline-earth metal atoms still appear to be basically
MþH� in character. A calculation (Section 2.1) of the ‘crossings’, Rcross of M

þH� ionic
curves for all M¼ alkali and alkaline-earth metal atoms with the asymptotic energy MþH
shows that Rcross is always greater than the experimental Re for the neutral MH molecule.

However, because of the relatively high IE of the Mg atom, for MgH Rcross¼ 2.09 Å
while Re¼ 1.73 Å, so it is possible there is some mixed MH/MþH� valence/ionic bonding
character for MgH. This possibility is consistent with an ab initio analysis [69] of the
charge densities of the second-row monohydrides, where NaH was clearly completely
ionic, MgH and AlH were found to be ‘transitional between the limiting classifications
of ionic or covalent’, and SiH, PH, SH and HCl were essentially covalent.

For the rest of the MH (M¼ alkali or alkaline earth) molecules, Rcross–Re varies from
0.85 Å to 2.10 Å, indicating these molecules are all essentially ionic.

Only for CaH has a dipole moment been characterised experimentally: 2.94� 0.16D
[70]. Steimle et al. [70] showed that the Törring et al. [59] model can successfully reproduce
this dipole moment if the effective polarisability of H� is reduced to 1.08 Å3 versus an
ab initio value of 1.69 Å3 for the free H� ion [70]. (Ab initio calculated values of the dipole
moment were somewhat low, ranging from about 2.3 to 2.7D [70].) This allows predictions
of dipole moments of other alkaline earth and alkali hydrides if experimental dipole
moments are eventually measured. It is possible that even CaH has minor covalent
character, however, since in contrast to CaX (X¼ halides), and CaOH, the magnetic
hyperfine coupling constant for CaH is not extremely small [71], indicating that the
unpaired electron spends a small part of its time on the H atom. High-level ab initio
calculations indicate that the CaH(X 2�þ) ground state is predominantly ionic, and that
the low-lying excited states have unusual potential curves due to several ionic/covalent
avoided crossings [72], similar to MgH (Section 2.1). There are other indications that the
CaH (X 2�þ) ground state is greater than 90% CaþH� in character: an EPR study [73]
of matrix-isolated CaH and an empirical deperturbation [74] of all the low-lying 2�þ states
of CaH.

Steimle [75] also measured the dipole moment of the CaCH3 molecule, a ‘pseudo-
hydride’, to be 2.62� 0.03D, a value similar to that of CaH. The model of Visticot and
Mestdagh was applied to this molecule [75], by assuming that the valence electrons of the
CH�3 ion were split into three equal point charges, each one positioned at a distance along
the three C–H bonds. This distance was estimated by assuming each bond contributed
equally to the CH�3 dipole moment, calculated to be 1.78D. (This CH�3 dipole moment
also contributes to the overall dipole moment of CaþCH�3 , of course). The real unknown
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was the effective polarisability of the CH�3 ion, for which even the ‘free’ value had not been
calculated. Using ‘free’ values for isoelectronic CH4 or NH3 as approximations to the
effective polarisability of CH�3 gave calculated values of 2.40 and 2.95D, both in
reasonable agreement with the experimental value of 2.62� 0.03D. This may be by
chance, since one would expect the polarisability of the negative CH�3 ion to be higher than
that for NH3 or CH4, but the ‘effective’ polarisability for CH�3 in the CaþCH�3 ion should
be slightly lower than that of the free CH�3 ion, thus the apparent agreement.

3.3. Transition metal monofluorides, monochlorides and monohydrides

Calculations comparing Rcross (M
þX�/MX) with Re are shown in Table 5 (as examples)

for the second-row transition metal atoms, and X¼F, Cl, H, where all Re values from Y to
Pd have been calculated carefully and consistently via ab initio methods by Siegbahn [19].

Table 5. Calculations of Rcross for transition metal MF, MCl and MH molecules.

Species De
a (kJ/mol) IP�EA (kJ/mol) Rcross (Å)b Re (Å)a

YF 661.8 288 4.83 2.00
ZrF 594.0 332 4.19 1.93
NbF 540.4 336 4.14 1.97
MoF 420.3 357 3.89 2.00
TcF 423.6 374 3.72 2.05
RuF 365.0 383 3.63 2.05
RhF 355.8 392 3.55 2.04
PdF 298.0 477 2.91 2.01
AgF 351.2 403 3.45 1.98
CdF 309.8 540 2.57 –
YCl 520.3 267 5.21 2.52
ZrCl 444.1 311 4.47 2.42
NbCl 422.8 315 4.41 2.46
MoCl 333.6 336 4.14 2.49
TcCl 346.6 353 3.94 2.54
RuCl 320.2 362 3.84 2.49
RhCl 325.7 371 3.75 2.46
PdCl 261.2 456 3.05 2.42
AgCl 310.6 381 3.65 2.28
CdCl 202.6 519 2.68 –
YH 284.6 543 2.56 1.96
ZrH 234.4 587 2.37 1.86
NbH 255.8 591 2.35 1.79
MoH 211.0 612 2.27 1.75
TcH 177.1 629 2.21 1.67
RuH 246.6 638 2.18 1.65
RhH 268.3 647 2.15 1.57
PdH 213.9 732 1.90 1.54
AgH 220.2 658 2.11 1.62
CdH 65.3 795 1.75 1.78

Notes: aFrom [19], except for AgX and CdX, which are from [76].
bRcross (Å)¼ 1390 � ð 1

IPðMÞ�EAðXÞÞ
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Also shown in Table 5 are similar Rcross calculations for the analogous AgX and CdX
molecules, where experimental De values (where known) are taken from Huber and
Herzberg’s book [76]. It can readily be seen that for all the fluorides and chlorides
Rcross�Re, indicating that there is a substantial ionic component to transition metal
monohalide bonding, as expected. The MH molecules also mostly have Rcross4Re, but
the Rcross–Re differences are much smaller, indicating that there may be ‘mixed’ ionic/
covalent character in the ground-state wavefunctions, in agreement with Siegbahn’s
findings [19]. In fact, for CdH, Rcross and Re are essentially identical, and the bond energy
of CdH is quite small, indicating that the CdH molecule may be covalent in character, with
the bonding only facilitated by unfavourable s-p	 promotion on the Cd atom. This is
likely to be true as well for the analogous ZnH and HgH molecules, which also have very
weak bonds [76], and is consistent with conclusions from ab initio calculations [77–79].
Finally, the adiabatic ground-state potential curves of CdD and ZnD determined
spectroscopically show unusually high anharmonicity [80], consistent with a strong
avoided crossing between an attractive diabatic covalent state correlating with excited state
M(ns np)þH, and a repulsive diabatic covalent state correlating with filled-shell ground-
state M(ns2)þH.

Transition metal atoms form extremely strong bonds with halogen atoms, especially
for those atoms to the left side of the nd rows. As an example, the bond energies of second-
row MX molecules are displayed [19] in Table 5. Yttrium binds with fluorine by more than
660 kJ/mol. The binding of these systems, although very ionic, since their electronic states
correlate with those of a Mþ ion (and the spin orbit coupling reflects that of the ion),
cannot be entirely explained by a simple MþX� interaction, however [19]. As an example,
the binding energy difference between YH and YF is 377 kJ/mol (3.9 eV), while the EA
difference between hydrogen and fluorine is 0.75� 3.45¼ 2.70 eV. This bond energy
difference, then, cannot be entirely accounted for by the greater EA of fluorine, given the
identical bond lengths of both compounds. Besides, Mulliken electron densities, although
inaccurate, indicate a fairly low charge on the metal for MX molecules [19].

It has been concluded [19] that lone pairs play an important role in the bonding:
donation of halide ion lone pairs to empty d orbitals on the Mþ ions, such as in Yttrium,
can lead to significant ‘extra’ bonding and partial neutralisation of the central metal ion.
This aspect of metal monohalide bonding is unique to transition metal-type atoms [19].
Also, this kind of directional p	/d	 and p�/d� ‘back-donation’ type of ligand bonding is
not favourable for the diffuse, symmetric 1s orbital electron on H� ions, consistent with
the lower bond strengths of MH molecules.

3.4. Metal oxides: stabilisation of the O�2 ion by metal ions

3.4.1. MO molecules

Considering that the O atom is the second most electronegative atom after the F atom [54],
it is surprising that the EA of the O atom is so low, only 141 kJ/mol [54] compared to the
halogen atom values of around 300 kJ/mol [54]. This is apparently due to the difficulty of
simply adding another electron to the small O-atom-outer-shell, because of electron–
electron repulsion (the larger S, Se, Te atoms in fact have greater EAs of around
190–200 kJ/mol [54]). For M atoms with relatively low first ionisation energies, MO
molecules are essentially MþO� in character, similar to the metal halides and the metal
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hydrides discussed above. Due to the small size of the O-atom, the Re values of the

diatomic metal oxides are relatively small, so the Rcross values for the MþO� curves are

generally much greater than the Re values. In fact, the analogous Re values for MH and

MF molecules for alkali metals are quite similar to those for the MO molecules.
The MO attractive potential energy (related to MþO) is:

EðMþO�Þ ¼
�1390

R
þ IEðIÞ � EAðIÞ, ð4Þ

where R(Å) is the M–O distance, IE (kJ/mol) is the first IE of M, and EA (kJ/mol) is the

first EA of the O. Setting this equation equal to zero, one can calculate Rcross (M
þO�/

MO), that is, where the MþO� attractive curve dips below the MþO asymptotic energy.

As can be seen in Table 6, for all the alkali and alkaline-earth monoxides, Rcross�Re,

indicating ionic bonding. So, there is little doubt that most such MO molecules have

substantial ionic character, similar to the halides MX and most hydrides, MH, as discussed

above.
But a more interesting possibility exists for some metal monoxides when the sum of the

first and second ionisation energies of the metal atom is not too high: ‘Mþ2O�2’ character

at Re. We do not examine this possibility for all metals, but focus here on the alkaline-

earth metal atoms, which have a natural tendency towards a ‘valence’ of þ2 because the

second IE is relatively low for the outer Mþ(ns) electrons [81]. At first glance, O�2

character in such MO molecules might seem unlikely, since the EA of the O� ion is known

to be substantially negative, around �5 eV (�482 kJ/mol) [82,83]. This means that the free

O�2 ion is not stable. However, as in the solid state, where many metal oxides appear to

consist of O�2 ions surrounded by a stoichiometric number of positive metal ions [84], the

strong Coulombic attraction between þ2 and �2 ions (four times as strong as that between

þ1 and �1 ions) can stabilise the O�2 ion at small Re values. The Mþ2O�2 attractive

potential relative to MþO is:

EðMþ2O�2Þ ¼
�ð4Þ � ð1390Þ

R
þ IEðIÞ þ IEðIIÞ � EAðIÞ � EAðIIÞ, ð5Þ

where R(Å) is the MO distance, IEs are the first and second ionisation energies of M, and

EAs are first and second EAs of O (in kJ/mol). Now, what matters in indicating Mþ2O�2

Table 6. Calculated distances at which the MþO� curves dip below the MþO
asymptote, and distances at which the MþO� and Mþ2O�2 curves cross,
compared to the Re values (Å).

Molecule Re Rcross (M
þO�/MO) Rcross (M

þO�/M+2O�2)

LiO 1.70 3.65 0.54
NaO 2.05 3.87 0.83
KO 2.22 4.98 1.18
RbO 2.28 5.31 1.34
MgO 1.75 2.32 2.16
CaO 1.82 3.10 2.57
SrO 1.92 3.40 2.70
BaO 1.94 3.84 2.89
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character for MO molecules near Re is whether the MþO� or the Mþ2O�2 energy is the

lowest at the Re of the MO molecule. Although the Mþ2O�2 potentials are four times more

attractive due to the þ2 charges, their asymptotes at larger R are also much higher in
energy, since the EA of O� is substantially negative, and the IE of Mþ has to be added in

as well. But given the much stronger attraction, the Mþ2O�2 attractive curves will cross the

respective MþO� curves eventually at some R, even if it is at a quite unrealistically small
value of R. However, if that crossing, Rcross(M

þ2O�2/MþO�), occurs at a value much

greater than the Re of the MO molecule, this will be a good (if qualitative) indicator that

the MO molecule has substantial Mþ2O�2 character near Re. By setting Equations (4) and

(5) as equal, we can solve for Rcross(M
þ2O�2/MþO�). Values thus calculated for the alkali

and alkaline-earth monoxides are shown in Table 6. Rcross(M
þ2O�2/MþO�) values for the

alkali metals are very small, and much less than the Re values, as expected, since the IEs of

the filled-shell Mþ ions are extremely high due to their ‘inert-gas’ electron configurations.

In contrast, all of the Rcross(M
þ2O�2/MþO�) values for the alkaline-earth MO molecules

are substantially greater than the Re values, a very strong suggestion that Mþ2O�2 ionic

character may dominate near Re for these molecules. Such Mþ2O�2 character may also

be present in other MO molecules in which the sum of the first and second ionisation
potentials of the M atom are not too high and the Re values for the MO molecules are

fairly low, but for the sake of brevity, we do not extend the above analyses to other metal

atoms.
A careful, high-level ab initio calculation [85], in which all the low-lying diabatic and

adiabatic potential curves of MgO were included, from small to large R, shows that the

ground-state MgO wavefunction is indeed dominated by the lowest-energy 6	2 config-

uration at Re, which is Mgþ2O�2 in nature. However, there is also a strong mixing (�25%)

of the 6	7	 configuration [83], which is MgþO� in nature, indicating that the predicted
CT to form Mgþ2O�2 is not quite complete at Re, and that MgO is somewhere between

Mgþ2O�2 and MgþO� in character at Re.
The dipole moment of MgO(X1Eþ) has been determined experimentally, by Stark

spectroscopy, to be 6.2� 0.6D [86]. Theoretical ab initio calculations are consistent, with
values of 5.7D [87] and 6.1D [85]. These values are much, much smaller than expected, of

course, for Mgþ2O�2, due to induction of a large oppositely charged dipole on the very

large, polarisable O�2 ion by the Mgþ2 ion, as discussed above for metal halides, but the

Törring–Ernst model [59,60] has apparently not been applied to this molecule. Given the
calculated Rcross (MgþO�/Mgþ2O�2) values for CaO, SrO and BaO, compared to the Re

value (Table 6), the ground-state wavefunction of these molecules should be even more

dominated by the Mþ2O�2 configuration. The dipole moments of those molecules are

indeed higher than that of MgO, with values in the 8–9D range [86]. In fact, Field et al. [82]
used a ligand-field, integer-charge ionic model to de-perturb the lowest Eþ states to their

diabatic Caþ2O�2 and CaþO� potentials, and found that the de-perturbed Caþ2O�2 lowest

state (using a Rittner model potential) is quite similar to the spectroscopically determined
potential of the CaO(X1Eþ) ground state.

On the other hand, recent high-level ab initio calculations by Harrison et al. [88] show

that because the empty 3d orbital on the Caþ ion is so low-lying (to quote them: ‘clearly,

Ca is a transition element in waiting!’). There in fact appears to be considerable ‘back-
donation’ of O�2 electron density into the Ca(3d) empty orbitals. (This is somewhat

similar, of course, to the cases of the early transition metal halides, as discussed in
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Section 3.3.) The population analysis indicates a net Caþ1.2O�1.2 ionic character, with
essentially all the extra electron density on the Ca atom (compared to Caþ2O�2) being in
3d orbitals, not the 4s orbital. Thus, the bonding can be viewed as Caþ2O�2, in nature, but
with quite significant back-donation of O�2 into the empty Caþþ(3d) orbitals. Similar
effects would be expected for SrO and BaO but would not, of course, play any role for
MgO bonding.

3.4.2. M2O molecules

3.4.2.1. Ground-state Li2O. We discuss here only the Li2O molecule, which has now been
studied thoroughly experimentally [89], with high-resolution spectroscopy, laser-induced
fluorescence and stimulated emission pumping; and theoretically [90], with very accurate
ab initio calculations. Interestingly, in both cases, it was the light-atom nature of this
molecule which facilitated a successful characterisation: the light Li-atom allowed
characterisation of experimental rotational-level spacings and the light Li2O atoms
allowed the highest levels of theoretical calculations to be performed.

Theory [90] and experiment [89] are in quite remarkable agreement, and show
that ground-state LiOLi is linear, with a very short Li–O bond distance of
R0¼ 1.611� 0.003 Å [89]. Thus ‘lithiated water’ differs dramatically from the strongly
bent valence isoelectronic molecule HOH, and it appears that this is due to the
completely ionic LiþO�2Liþ nature of the ground state, so that the two Liþ ions avoid
each other as much as possible, with an 180� bond angle. This is consistent with the
ab initio calculations [90], which yield an effective (natural orbital) charge on the Li atom
of 0.93, thus indicating nearly complete LiþO�2Liþ CT. It is also consistent with an
early beam-deflection experiment [91], which indicated a dipole moment very near zero,
and thus a Li–O–Li bond angle of 180�.

However, the bending vibrational mode of Li–O–Li also has a very low fundamental
frequency of 112 cm�1, indicating that the ground-state bending potential surface is quite
flat near Re [89] and that the 180� bond angle is therefore not that strongly favoured.
Breckenridge et al. [89] rationalised this in the following way: because the Liþ ions are on
opposite sides of the large, polarisable O�2 ion, net Liþ-induced polarisation of O�2 is
zero, and cannot further lower the energy, as is the case for Mþ2O�2 ions. But if
the molecule bends, then there is a competition between Liþ/Liþ repulsion (raising the
potential energy) and very large net Liþ-induced polarisation of O�2 (lowering the
potential energy). It appears, then, that the Liþ/Liþ repulsion is dominant, but only barely!
A simple þ1/�2/þ1 point-charge model calculation of LiOLi at Re showed that the
bending frequency would be about 480 cm�1, very much higher than that observed. A
rough estimate [89] of the ion-induced dipole term at the classical v00 ¼ 0 turning point of
about 160� was consistent with a lowering of the potential energy of �300–400 cm�1 from
the simple LiþO�2Liþ point-charge model, as required.

The attractive potential curve of the LiþO�2Liþ ionic state, dissociating symmetrically
and linearly to 2LiþþO�2, referenced in energy to 2LiþO, is:

EðRÞ ¼
þ1390

2R
�
ð4Þ � ð1390Þ

R
þ 2ðIEÞ � EAðIÞ � EAðIIÞ, ð6Þ

where R(Å)¼Li–O distance (and this distance is half of the Li–Li distance), IE is the first
IE of the Li atom, and the EA(I) and EA(II) are the first and second EAs of the O-atom

386 N. Shafizadeh et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
3
7
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



(kJ/mol). The first term is the Liþ/Liþ repulsion, and the second term is the sum of the two

Liþ/O�2 attractions. Setting E(R) to zero, one can solve for R(crossing)¼ 3.42 Å, which

is very much larger than the Li–O bond distance of 1.61 Å, quite consistent with the

experimental and theoretical evidence that the ground-state LiOLi molecule is essentially

LiþO�2Liþ in nature near its potential minimum.

3.4.2.2. The first electronically excited state (Ã1B1) of LiOLi. Breckenridge et al. [92] were
also able to characterise experimentally the first (Ã1B1) singlet excited state of the LiOLi

molecule by means of LIF (laser-induced fluorescence) and R2PI (resonance-enhanced

two-photon ionisation spectroscopy). This LiOLi excited state was shown [92], in contrast

to the ground state, to be strongly bent (�¼ 105� 5�) and to have a substantially larger

Li–O bond distance of 1.87� 0.04 Å than the 1.61 Å distance of the ground state. This was

attributed to an electronic transition from the ‘O�2’ orbital in ground-state LiþO�2Liþ to

a molecular orbital which was Li–Li bonding in nature [92] (consistent with earlier

theoretical postulates [93]), thus resulting both in a bent molecule and in less strongly ionic

(Liþ0.5O�1Liþ0.5) bonding. This conclusion was consistent with an ab initio effective

charge distribution [94] calculated for this 1B2 state of Li
þ0.48O�0.96Liþ0.48. In fact, it was

postulated [92] that this state is (effectively) the Liþ2 ion bound Coulombically to the

O� ion. Thus, both the ground-state and the first excited state of LiOLi are quite ionic

in nature.

3.5. MYMZ excited electronic states

Chemists in the past have been trained to think of metal atoms as only electropositive in

character, but that is far too simplistic, especially for the heavier transition metal atoms to

the right of the 5d row in the periodic table. As a relevant example, the EA of the Au atom

is quite highly positive, 223 kJ/mol [54] (2.31 eV), almost as positive as that of the I atom

[54]! (in fact, the electronegativities of Au and I are essentially identical [54]). The reason

for this strongly positive EA for Au is that the extra electron goes into a 6s orbital, which is

strongly stabilised by relativistic effects, since it penetrates well to the highly-charged Au

nucleus, and by the lanthanide correction
This raises the unusual possibility that ‘ionic’ character in diatomic molecules of

atoms like gold with other atoms (or molecules) could involve CT to the metal atom M,

rather than from it. Morse et al. [95] found that a particular Au2 excited state (BOþu ) had

an unexpectedly short radiative lifetime, and postulated that the state had Au�Auþ

electronic character, so that the ‘CT’ electronic transition to this state was unexpectedly

strongly allowed. Simple Coulombic calculations of the AuþAu� potential curve from

the AuþþAu� asymptote show that it has an energy only slightly higher than that of

the short-lived BOþu state on its bound outer-limb, consistent with the postulated

AuþAu� character when smaller ion-induced dipole contributions to the AuþAu�

bonding are included (Section 3.1). The primary AuþAu� nature of the Au2(BO
þ
u )

potential curve is consistent with two ab initio calculations [96,97] of this unusual

electronic state.
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4. Extension of the harpoon model: reaction dynamics of excited metal atoms,

angle-dependent reactions and stereochemistry

The last example on Au2 dimers and that of MgH in Section 2.1 have recalled that in the
same molecule covalent and ionic states exist simultaneously. In the latter example, the
two ionic and covalent potentials exhibit an avoided crossing at a distance Rcross4Re.
This description of a one-dimensional crossing has led to the formulation of a model for
chemical reactions involving three or more atoms in which the reagents are neutral, for
example, NaþCl2, and the ionic products, NaþCl�þCl., the harpoon model [2]. This
model is based upon the observation that the cross-section for reaction of alkali atoms and
halogen molecules is directly derived from the Rcross already alluded to in Section 2.2.2.
Hence, the reagents approach along the covalent curve and first feel feeble forces of
dispersive or repulsive character, until they cross at Rcross, the steeply descending NaþCl�2
CT Coulomb potential. At Rcross, the electron has jumped from the 3s metal orbital
(HOMO) to the antibonding 	* orbital (LUMO) on Cl2. There results an avoided crossing
between the potentials and then the system continues adiabatically on the ionic potential.
The description is that the electron jump has created a force (ionic) that ‘harpoons’ the
reagents together until the newly formed Cl�2 molecule rapidly dissociates ejecting Cl., and
leaving the NaþCl� product highly excited vibrationally. The probability of switching
from the covalent to the ionic potential depends upon the matrix coupling element and in
turn on the overlap between the donating and accepting orbitals. This model has been
important in molecular reaction dynamics because it determines in simple terms the forces
at the TS between a metal and oxidant depending in particular upon the Rcross value in the
system [98].

In its usual form, the Harpoon model reduces the dynamics of the reaction to a one-
dimensional path across the TS of the reaction, where an electron jumps from the metal
atom to the molecular reactant generating a one-dimensional approach of the metal and
the molecule, then a one-dimensional dissociation occurs on the now repulsive negative
ion. The TS is the CT intermediate, Mþ-Oxidant�. Two different coordinates are at play
in the reaction, which do not act simultaneously. This mechanism has been the basis for
dynamical studies in triatomic systems [99] and the basis for the classification of reaction
dynamics at the TS [3].

4.1. The case of M*YHX(X^ halogen) reactions

In contrast to MþX2 reactions, the reactions with HX are mostly endothermic since the
new M–X bond does not compensate for the loss of the strong H–X bond. Therefore, the
necessary energy for the reaction has to be sought in translational, vibrational or electronic
excitation. The typical example is the reactions of Na with the various HX systems. It has
been studied in crossed molecular beams by Lee’s group [100,101]. The central outcome is
a dramatic enhancement of the reactivity of excited Na 3P3/2 as compared with ground-
state Na 3S1/2, when above threshold. The product state distribution for the excited state
of sodium does not conform well the direct interaction direct repulsion (DIPR) model
[102] of electron jump and HCl� bond dissociation, followed by NaþCl� bond formation.
It is argued that the crossing region occurs at �3.5 Å and thus a certain amount of
concertedeness between supposedly independent coordinates, i.e. the reagents approach
and the H-Cl recoil, diminishes the validity of the DIPR model. This is a sign that the
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reaction occurs on the ground state surface on a late TS involving H–Cl elongation. This is

in agreement with the fact that attached electrons can form only a very weak HCl�

molecule at long distance [103], well above the ground v¼ 0 level of HCl. The case of Na

3SþHF is even more dramatic since the reaction has a barrier 1.26 eV above the NaþHF

asymptote and experimentally the reaction cannot be produced from the ground-state HF

reagent. Experiments were carried out in crossed beams [104,105] and within van der

Waals complexes after photoexcitation [106]. Both experiments confirm a late barrier

associated with a stretch of the HF coordinate. Thus, the excited state reaction from a

covalent state correlating with Na 3P3/2þHF proceeds by surface hopping (through non-

adiabatic coupling at the closest approach between surfaces) on a region that is mostly

ionic in character, on the ground-state surface [106] (Figure 9).
Here, for the alkaliþHX reactions, the main effect of the electronic excitation is to

provide the necessary energy to pass over the barrier, but also to allow landing by surface

hopping on the appropriate region of the reaction surface in the ground state where the

electron transfer can occur. On the other hand, the exploration and excitation of alkali-

earth metal reactions with HX yields a much richer panorama than the basic harpoon

model. The major advantage of these systems is to populate not only the ground state of

the products but also the electronically excited products.
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Figure 9. Calculated potential energy curves for the ground and the three lowest electronically
excited states, along the approximate minimum energy path of the collinear PES. An upward
transition corresponding to typical excitation energy (670 nm; 1.85 eV) is shown.
Notes: The action spectrum has been superimposed on the energy axis (the arrow marked. D gives
the energy of the D line). In this collinear representation (but only the collinear), the PE curves for
the 22A0 and 12A00 states, which for longer Na–F distances represent the two components of the 2�
state, and the PE curve for the 3A0 state, which for longer Na–F distances reduces to the 2�þ state,
cross (adjacent to the h�1 arrowhead) The equilibrium values for the Na–F and H–F bond lengths
are indicated on their respective axes by two small arrows at r01(Na–F)¼ 1.926 Å and
r02(H–F)¼ 0.917 Å [106].
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A systematic study of Ca*þHX reactions has also been done in the group of Zare
[107] by beam gas methods. In the approach of the reagents, excited metalþoxidant,
a series of CT surfaces are crossed which correlate with the ground-state metal ion or
excited states of this ion leading to excited products. The branching to a surface with an
excited metal core leads by conservation of the excited core to excited products (electronic
adiabaticity). Thus, the electronically excited products correlate with electronically
excited configurations of the metal ion, as described in the ligand-field model of CaX
[61]. For example, in the CaCl product the two lowest excited orbitals are two non-
bonding � and 	 orbitals which are hybridised 3d� and 4p� or 3d	 and 4p	 respectively,
in the metal ion [107].

Therefore during the collision process, the access to excited CT curves (Figure 10)
correlating with the metal ions in the 2D or 2P states should yield excited products in either
� or � states. When the Ca4s4p approaches the HCl molecule, if the first crossing has
been passed without reaction, the two inner crossings RD, RP in Figure 10 correspond to
an electron jump from the 3s orbital to HX, retaining the 3p orbital on the metal ion and
its alignment. Passing trough the inner crossing RD leads to some preference in the
formation of excited states of � or � symmetry, depending upon the initial alignment of
the excited with the future bond axis. An initial symmetry of the collision partners in a
metal beamþ gas environment can define the initial electronic symmetry of the system in
terms of a � or 	 collision depending upon the orientation of the excited atomic orbital
with respect to the relative velocity vector between the collision partners. This velocity
is essentially collinear with the metal beam direction within the experimental conditions.
A parallel alignment of the electric field will lead to a 	 collision and vice versa.
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Ca+(2D) + HCI–(2∑+)

Ca+(2P) + HCI–(2∑+)

Figure 10. Schematic diagram of the potential curves appropriate to the electron jump model of the
Ca1P1þHCl reactions from ref [107]. The covalent surface is crossed by ionic surfaces. These
crossings occur at RS, RD and RP, corresponding to formation of HCl� with the 2S, 2D and 2P states
of the Caþ ion, respectively.
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Experimentally, it has been found that for collisions of Ca 1PþHCl in a � perpendicular
collision arrangement, the A(2�) state of CaCl was preferentially formed and B(2�) for a 	
collision [107]. Also, initial states of 	 collision symmetry can anticross at the first crossing
RS and draw an important flux to the ground-state product directly, reducing the
chemiluminescence efficiency on the CaCl B(2�) state. Although the chemiluminescence
yield of the B state is lower than that of the A state, it is not drastically lower, not
much more than the statistical ratio between a doubly degenerate � state and a non-
degenerate � state. This indicates the rather high efficiency of the inner crossings
producing the chemiluminescence and that this RS crossing is not dominant, at least for
this reaction.

The initial orbital alignment in the collision is difficult to achieve, since for instance,
strong intermolecular forces between the reagents can act before the crossing has been
reached, hence scrambling the alignment. Also, the above results implicitly suppose orbital
following in the collision and do not take into account the reaction geometry, since HCl
is randomly oriented with respect to the collision.

The orbital alignment can be best viewed within the molecular frame of the collision
complex, where a � or 	 approach for an excited p orbital of the metal correlates with an
identified � or � state of a van der Waals complex formed by the reaction partners and
also in a definite geometry [109]. These states have spectroscopic characteristics that
differentiate them: in general p� states are more attractive than p� states. The orbital
orientation effect has been observed in the reaction of Ca*� � �HBr complexes where there
is an important correlation of �,� states of the complex with �,� states of excited CaBr,
see Figure 11 and [110]. The main advantage of this approach is that the orbital alignment
is uniquely defined by the symmetry of the electronic state of the complex, and in a region

Figure 11. The left panel (a) corresponds to the Ca–HBr action spectrum. In the right panel, (b) the
fluorescence spectra corresponding to the four different excitation frequencies of the excitation laser
shown by the arrows are presented together with the A/B luminescence ratio derived from Franck
Condon simulations of the emission spectra.
Notes: The top two emission spectra correlate with the excitation of the Ca4s4p region, while the
lower two spectra relate to Ca4s3d. It appears clearly that in the � regions (for instance at
23,500 cm�1), the CaBr B2� state is favoured by a factor of 2 over the � region. The � and �
regions of the action spectrum are well separated [108].
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of the potential surface next to the transition domain. This is the reason why the branching
ratio observed for the CaX excited states with states correlating with Ca1P1 is much higher
in the complex with HBr than it could be in collisions of Ca1P1 with HBr. This results from
(1) the fixed geometry of the complex [109] as compared with collisions, (2) the proximity
of the excitation to the transition sate avoiding reorientation of the orbital alignment prior
to reaction.

The above experiments have shown that the extension of the harpoon model can
rationalise the branching to chemiluminescent states through specific excited CT states
between excited metal atoms and the oxidant. This illustrates the general power of this
model.

4.2. The angle-dependent harpoon model

The harpoon model involves a clear dependence on the distance between the reactants
to initiate the reaction via an ionic/covalent crossing. When this crossing occurs at long
distances, typically much beyond the van der Waals radius of the reagents, the overlap
between the donating orbital from the metal and the accepting orbital on the oxidant is
poor, but the relative orientation of the reagents is also of minor influence. This stems
from the large ‘acceptance’ angle of the molecule as viewed from the metal atom side. In
such a case, the reaction mechanism has been pictured as a stripping process whereby the
products, after the capture of the electron, follow in the forward direction irrespective of
the reagent orientations. Similarly, a system with a crossing radius at long distances with
a ground-state metal atom, is not going to be strongly influenced by the excitation of the
metal in terms of increase in cross-section and angle dependency. In reactions of Na 3S or
3P with Cl2, the electronic excitation increases the reactivity, but not as much as the
harpoon model cross-section would predict [66].

In turn, for reactions occurring at much shorter distances, a strong angle-dependent
effect is at play and has been brought into evidence in the seminal experiments by Brooks
[111] for the reaction of KþCH3I. This reaction occurs with a rebound mechanism and
the products are deflected backwards. A difference in reactivity is observed when the
iodine atom in CH3I is heading towards the metal atom or the methyl group. The strong
angle dependency was interpreted as due to the existence of a cone of acceptance for the
reaction, or as a steric hindrance in the case or RbþCH3I [112,113]. A polar
representation of the reaction probability is given in Figure 12. The reaction mechanism,
from the data, involves a cone of non-reaction and is more determined by the steric effect
than by the angle dependence in the crossing radius. Systematic exploration of strong
angle dependence of the reactivity has been made by the group of Loesch on even larger
systems, like C6H5–I [114]. There a harpoon-type effect is at play with maximum
probability in the K–I–C6H5 alignment. Two effects have been invoked to explain the
angle dependence of the steric effect. The partial transfer to the � cloud creates an initial
repulsion, then the 	* accepting orbital located on the iodine atom causes the bond break,
as in the traditional model. The second argument relates to the steric repulsion of the C6H5

group making difficult the approach to the critical crossing distance, better achieved in the
case of a direct attack of the iodine atom by K.

The two effects should simultaneously be at play. In the angle dependence of the
reaction of neutrals, many forces are acting already at long distances. Thus if the reaction
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proceeds at intermediate distances where no selection or repulsion can occur, reorientation

forces can mask experimentally the observation of angle-dependent dynamics at the TS
level: the reagent molecule is reoriented before acting. This effect has been specifically

studied for the Ca (4s3d1D2)þCH3F reaction by changing the collision energy [115]. It
was observed that the orientation effect strongly increased with relative collision energy.

Thus, rapid collisions did not allow time for reorientation to favourable or unfavourable
angles to the reaction. Also, the angle-dependent barrier separating the favourable and
unfavourable configurations is in this case rather high, otherwise the collision energy

increase would have made favourable all angles [115].
In the case of the intracluster reaction, Ca(1P) � � �HBr already detailed in Section 4.1,

the excitation region of the reaction reflects in a spectroscopic manner the potential energy

surface in the transition region which can be directly mapped. Thus, by numerical
propagation of a wavepacket projected by a white light pulse on the excited surface, here
the P� branch, it is possible to reproduce the experimental spectrum using a model of two-

dimensional potential energy surface. The modelling reproduces the position of the bands
in the spectrum as well as the widths, revealing the dynamics on the surface. With the help

of this model, it was possible to deduce that the reaction occurred in a bent Ca � � �HCl
geometry near 90� in a rather small acceptance angle [116]. Such an angle-dependent
harpooning is caused here by an optimum overlap in the broadside geometry, of the

diffuse Ca(4s) donating orbital with the antibonding 	* accepting orbital located on the H
atom of HCl. This Ca(4s) orbital has been tracked as the donating orbital in Section 4.1 by

Figure 12. Polar coordinate representation of the observed reaction probability. Radial distance
proportional to reaction probability (for centre of mass back-scattering). The angle variable is � – �.
The polar plot of c.m. angular distributions of KI product resembles that of the analogous CH3IþK
reaction. (Also shown is a dashed circle representing a hypothetical isotropic orientation
dependence.) Any approach of Rb within the indicated cone results in no reaction is given in
[112] and notes therein.
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the ‘conservation’ of the � electronic symmetry over the course of the reaction, only
possible if the electron has jumped from the 4s orbital.

Thus, we have seen that modifications can be brought into the harpoon model taking
into account the deeper reality of the collision encounter, without any loss of generality.

5. Dynamics of excited metal atom/molecule systems where the

molecule has a negative EA

5.1. Relaxation dynamics of excited metal atoms

Like the O� ion (Section 3.4.2), many diatomic molecules like N2, CO and H2 have
negative vertical EAs, but it was postulated early on [117,118] that the unstable diatomic
molecular ions could be stabilised by Coulomb attraction to metal ions Mþ, where the
metal atomM has a low IE. Such Mþ/(diatomic)� potential surfaces, it was thought, could
especially cross the asymptotic potential surfaces of high-energy excited state (M*þ
diatomic) potential surfaces at long range, and in fact this was originally thought to
provide ‘intermediate’ potential surface crossing mechanisms by which some excited M*
states were deactivated relatively efficiently to the ground-state M atom (plus vibrationally
excited ground-state molecules). This ‘Fischer–Bauer–Gilmore’ (FBG) model [117,118] for
the quenching of M* states by diatomic molecules was attractive in its simplicity, but was
of course in no way sufficiently sophisticated to describe the detailed dynamical processes
involving complicated excited and ground-state triatomic potential surfaces. There was
also the difficulty of estimating the negative EAs. However, in an earlier review of
quenching of excited metal atoms, Breckenridge and Umemoto [119] showed that the FBG
model was remarkably consistent for several classes of molecules in predicting whether
the quenching cross-sections were qualitatively large (facile Mþ-Mol�/M*-Mol curve
crossings) or unexpectedly small. The exceptions [119] for large cross-sections usually
involved specific chemical interactions (for example, the efficient chemical reaction of
Mg(3s3p1P1) with C–H bonds in alkane hydrocarbons). There were essentially no
exceptions for any ‘predicted’ large cross-sections turning out to be small. This at least
indicated the possibility [119] of CT character in the adiabatic excited-state potential
surface being important in many excited metal atom quenching process by small molecules
with negative EAs.

Later experiments and theoretical treatments [120] showed that the FBG model, as
expected, was too simplistic. For example, although the ‘vertical’ EAs of diatomic
molecules like H2, N2 and CO are negative, it is now known that these molecules can
accept an electron favourably, if the bond length is slightly increased: that is, the N�2 ,
CO� and H�2 ions are actually stable, but Re values are larger than the neutral molecules
[121]. In other words, the ‘adiabatic’ EAs of these molecules are positive. This means
that the M*/diatomic potential surfaces could have Mþ/(diatomic)�-type character,
if the diatomic molecule bond length increases during the M*/diatomic collisional
interaction.

Homonuclear diatomic molecules like N2 and H2 have low-lying, empty, symmetric
antibonding orbitals (�* for N2, 	* for H2) which can readily accept electron density from
M(np�) excited atomic orbitals when the diatomic molecule is perpendicular to the bond
axis (B2 symmetry in C2v). This can result in moderately attractive M*(np)–diatomic
potential surfaces, with the antibonding component of the bonding resulting in ‘stretching’
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of the diatomic molecule [121]. The attractive M*(np)–diatomic potential surface can thus
cross the repulsive M(ns)–diatomic ground-state surface, resulting in efficient electronic
quenching, forming vibrationally excited diatomic molecules and ground-state M(ns)
atoms [121].

The question, then, is how much Mþ–(diatomic)� character is there in these excited
state surfaces, and even if there is some, is there a ‘sudden’ harpoon-like region of the
M*(np)–diatomic potential surface in which Mþ/(diatomic)� character rapidly appears
(that is, something akin to, but more complicated than, what was postulated for the FBG
model)?

The answer, from several ab initio calculations [121], appears to be ‘no’: there is no
‘sudden’ diabatic appearance of Mþ(diatomic)� character in the M*(diatomic) potential
surface as was postulated in the original FBG model, but rather a smooth adiabatic
decrease in potential energy in the attractive B2 potential surfaces as the M*(np� state
approaches the diatomic molecule, with a concomitant ‘stretching’ of the diatomic bond
length [121]. There is increasing ionic character in the bonding, for sure, as the M*(np�)
orbital donates electron density into the empty diatomic anti-bonding orbitals, but there is
no ab initio evidence for a ‘harpoon’-type completely ionic Mþ(diatomic)� intermediate.

The situation for the M*/CO interaction, even though CO is isoelectronic with N2, is
more complicated, and interestingly different. From ab initio calculations, the Na(2P)–CO
and Na(2P)–OC geometrics are favoured, not ‘side-on’ geometries [121]. Unlike the
homonuclear N2 and H2 empty antibonding orbitals, which are symmetric with respect to
each atom, the � empty orbital on CO is strongly skewed towards the least electronegative
atom, carbon. Thus, an M*(2p�)–C–O linear approach apparently provides the best
geometry for efficient M*(2p�) donation (similar to M(d�)–C–O ‘back-bonding’ in
M(CO)n transition-metal complexes). But the M*(2p�)–O–C (‘isocarbonyl’) linear
approach is also favourable. This appears to be due to a very large avoided crossing
with a much higher energy asymptotic MO of � symmetry which is ‘essentially’ Mþ(OC)�

in character, where the negative charge probably resides mostly on the more
electronegative oxygen atom. But in both the favourable M*–C–O and M*–O–C linear
approaches, the CO bond stretches smoothly, with no evidence of a ‘sudden’ change to
ionic character, which is consistent with the M*/N2, M*/H2 side-on ‘bond-stretch-
attraction’ ideas as discussed above.

To make a complicated story short, then, the simple FBG ‘ionic intermediate’ model is
incorrect, but the M*(p� interactions with H2, N2 and CO do result in substantial CT at
their potential-energy minima.

5.2. Extension of the harpoon from a one-dimensional to a multidimensional model

As discussed above, the usual form of the harpoon model reduces the dynamics of
the reaction to a one-dimensional path across the TS of the reaction. Two different
coordinates are at play in the reaction, which do not act simultaneously. In the last section,
the influence of CT on the relaxation of excited atoms by diatomic molecules has
been reviewed and we show here how important the elongated bond model discussed in
Section 5.1 is for the harpoon mechanism involving polyatomic systems.

Typically, intracluster reactions have allowed the investigation of short-lived excited
metal atoms interacting with molecules, resulting in a detailed exploration of the
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transition region [122,123]. Several reactions that are not in principle open to the normal
harpoon mechanism have shown the same type of dynamics: a direct reaction with high
vibrational energy disposal in the fragments. The direct application of the simple model
was not possible since the EA of the oxidant was highly negative by several electron
volts (HF, CH3F), making the existence of stable or stabilised negative ions unrealistic,
even in the field of a positive metal ion. It has been proposed for reactive encounters, as
in the preceding section, to extend this model by supposing the existence of an extra
coordinate that would lead to a positive EA (Section 5.1). Indeed, when stretched and
almost broken in the presence of the metal, the HF coordinate can yield a ‘stable’
H � � �F� with a positive EA at the energetic price of the bond stretch [124], since the F
atom has a high, 3.4 eV EA [125]. This, at the TS level makes at least two coordinates
active simultaneously: the HF bond stretch and the reactants approach coordinate. Such
a mechanism is needed since the reaction products are highly ionic and the reactants,
neutral, so that the transition region must allow the charge rearrangement necessary for
the reaction to occur.

Representative examples of this effect are found in the Li* � � �HF and Li* � � �CH3F
photo-induced reactions, reported by the group of Polanyi [126] and the Ba � � �CH3F
reaction studied extensively in the groups of Gonalez–Ureña [127] and Radloff [128].
In the molecular reactants, C–F or H–F bonds need to be stretched for the attachment of
an extra electron on the fluorine. The intracluster reaction

Ca � � �CH3F�!
h�

CaF
 þ CH3

follows the same trend. It can be considered as prototypical of situations that are not
adequately described by the conventional harpoon mechanism, and gives some clues for its
extension. The above reaction has been studied in [129–131] and shows a high vibrational
energy disposal in the electronically excited states of the CaF product. The action spectrum
of this complex has been analysed in light of quantum calculations. The observed bands
correlate with the asymptotic excitation of calcium 1P1 or 1D2 [132]. A portion of the
action spectrum is displayed in Figure 13, which shows results for the free Ca � � �CH3F
complex and the same binary complex deposited at the surface of large argon cluster.
Three bands appear both in the free complex and the deposited spectra. They are marked
by dashed lines, at 24,760, 25,710 and 26,580 cm�1 in the free complex spectrum and
blue shifted by 200 cm�1 in the deposited spectrum. Their positions in the free complex
have been fitted with a vibrational progression for vibrational levels v¼ 2, 3, 4 with
!e¼ 1120 cm�1 and !exe¼ 60 cm�1 with an origin at 22,400 cm�1 These values are very
close to the calculations, when assigning the vibrational origin as the calculated
(4s4p 1P)‘�’ potential, as in Figure 13(b). This reaction mechanism goes through the
direct excitation of the C–F stretch within the Ca � � �CH3F electronically excited state that
has no electron transfer character, even less than in the ground state of the complex, since
the static dipole moment associated with the state (4s4p 1P)‘�’ is smaller than that of the
ground-state (4s2 1S) ‘�’. This suggests that solvation by the argon environment should
more effectively stabilise the ground state of the complex than this excited � state. This
is verified in the action spectrum blue shifted in the argon environment, as shown in
Figure 13(a).

The observation of the vibrational progression in this action spectrum is the
spectroscopic signature of the activity of this coordinate along the reaction evolution.

396 N. Shafizadeh et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
3
7
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



The coordinate is slightly elongated in the Franck Condon region and the system follows

the gradient along this coordinate leading to the CT region. This is one of the rare

instances where a moderately bound van der Waals complex (1500 cm�1) so greatly affects

the electronic structure of the complexing molecule that one of its vibrations appears in a

progression.
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Figure 13. (a) Band B of the action spectrum. The bottom panel recalls the action spectrum
measured in a previous experiment where the Ca � � �CH3F complex is deposited at the surface of a
large argon cluster and CaF(A,B) monitored by its fluorescence (CICR) [130]. (b) Excited singlet
state calculation at the RSPT2 level as a function of the Ca–X distance. The labels giving asymptotic
energy levels are placed at their experimental values. Figures taken from ref [133].
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Although a quantitative Franck–Condon treatment of the intensity of the bands is still
difficult, the first signature of the involvement of the C–F stretch has been found as the
promoter of the harpoon mechanism.

6. CT in excited states of large molecules containing metal atoms

In large systems containing metal atoms and organic molecules, the CT states are located
at rather high energies as compared to their ground state. Thus, if not accessed directly by
optical excitation, they can be reached via excitation of higher excited states. The presence
of metal atoms in the structure will bring these states to lower energy regions. These CT
states are in general rather elusive since their charge distribution differs from that of all
valence states and for this reason might be difficult to access optically. For this same
reason, since they have different configurations from valence states, they can connect
electronic states of very different configurations and serve as doorways to the relaxation of
electronic energy. The case of metal atoms embedded in molecular assemblies using this
mechanism is exceedingly interesting since the CT properties control essential processes
in living systems such as photosynthesis, so that their study at the molecular level is
important.

Here we shall describe how CT states are essential in connecting two classes of states in
MP. MP are composed of a conjugated ring hosting in their centre a metal (Figure 14). The
electronic states of the conjugated ring are distinct from that of the metal. The CT states
possess different properties from the others, ring centred or metal atom centred. However
here, the metal, in contrast to the preceding cases of this review, is bound either in a
suitable molecular cavity or by ligands or both (Figure 14). In MP, the metal atom is in the
oxidation state II or III, which corresponds to formally positive charges on the metal and
negative charges on the porphyrin ring. In fact, in the ground-state the Mulliken charge
distribution on the metal is usually close to zero [133]. The metal can be either an acceptor
or a donor, and this represents the specific property of transition metal porphyrins (TMP)

Figure 14. Schematic representation of a ligated metalloporphyrin.

398 N. Shafizadeh et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
3
7
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



which results from the quasi-equivalent ionisation potential and EA for the metal and

porphyrin moieties. It is in fact the complex interplay between the metal and the ring that

controls the electron attraction or donation properties, or redox properties, of the metal.
In turn when a ligand is attached to the metal, it senses directly the electron density at the

metal atom as the metal–ligand bond is due to partial charge donation from the ligand to

the metal. As an example, the iron in haeme when in the oxidation state II can ligate
oxygen and cannot in oxidation state III.

As mentioned, we wish to focus on another important aspect here, the role of CT states

in the electronic relaxation of TMP. These CT state are essential relay states in the

relaxation of MP. In these molecules, there are electronic states localised on the porphyrin

ring (the optically active states), states localised on the metal (inactive) and CT states.
These latter states channel the excitation from the porphyrin to the metal and eventually

vice versa if a triplet state of the porphyrin can be accessed. As an example, the electronic

states of nickel porphyrin have been calculated by time-dependent DFT [134] and there are
three CT singlet states between the two excited ��* transitions involving the porphyrin.

One notes that many excited states belong to two categories either porphyrin to metal CT

or the reverse, porphyrin to metal.
The characterisation of these states is a difficult task experimentally (and even more

theoretically), given the size of these systems and the nature of the states. In this

respect, the best comparison between theory and experiment should be done with gas

phase results, in the absence of solvation, as presently most of the experiments have

been conducted in the condensed phase by transient absorption spectroscopy or
excited state Resonant Raman Spectroscopy to characterise the transient electronic

states [135,136].
In the following, we discuss a scheme for the relaxation of the S2 state of several MP in

the gas phase and its importance. The initial state S2 is the (��*) (a1u,eg) (in D4h symmetry)
state accessed by the Soret band at 400 nm [137]. S1 and S2 excitations are both centred on

the porphyrin ring as represented in Figure 15. The subsequent evolution from the S2 state

has been analysed in [138] and is summarised in Table 7. It shows a striking difference

when the metal belongs to group IIb, that is, a d-filled shell metal or a transition metal.
In the first case, a classical S2–S1 electronic relaxation is observed with a decay constant of

600 fs, followed by fluorescence emission from the S1 state. On the other hand, in a

porphyrin containing a transition metal, this latter atom offers a convenient trap for the
delocalised electron of the excited porphyrin and provides a rapid sink for the excitation.

For all transition metals, the decay occurs over the first 100 fs and the excitation remains

trapped on the metal. These steps of the decay are described in a model following

Gouterman [137] and the results of Zewail et al. [139]. The initial step in the relaxation
leads to a porphyrin-to-metal charge (e) transfer, CT, followed by retro-donation to the

porphyrin from a low d orbital of the metal to the ring, thus preparing a (d, d*) state

localised on the metal as described by steps 2 and 3 in Figure 15. Substitution on the

porphyrin ring (TPP or OEP) thus has only a small effect on the values of the decay
constant, 
1. This relaxation scheme of S2 involving the metal to porphyrin CT state is fully

supported by the dependence of the relaxation upon the nature of the metal-filled d shell of

the transition metal, making this transfer possible. On the other hand, the ionisation of the
MPs draws an electron from the porphyrin, not from the metal, which rationalises the

electron jump from the porphyrin to the metal.
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The results indicate that the TMP listed in Table 7 behave in a similar manner.
Therefore, there must exist a suitable accepting orbital for all TMP. A possible orbital
candidate to accept the charge from the porphyrin macrocycle is the dx2�y2 orbital of the
central transition metal, with b1g symmetry for Ni through Cu. This orbital is the highest
in energy for all metals owing to its interaction with the porphyrin within the plane of the
molecule, thus this dx2�y2 orbital is vacant for all metals studied in this work, except for
Zinc. However, the calculations of Liao et al. [140] show that it could be slightly too high
in energy for FeII and CoII. For these metals, the lowest unoccupied orbital LUMO of the
metal is d2z which has thus been inferred to serve as the mediating orbital by Zewail et al.
[139] for CoTPP.

a1u (π)

a2u (π)

eg (π∗)

dxy (b2g)

d x
2 2 (b1g)

dz
2 (ag)

Metal -Ni(II) d8

dπ (eg)

3

Porphyrin

a1u (π)

a2u (π)

eg (π∗)

dxy (b2g)

d x
2

–y
2 (b1g)

dz
2 (ag)

dπ (eg)

2

3

hν1 hν1

Figure 15. Energy levels of separated TPP and Ni metal orbitals in the ligand-field approximation.
This scheme describes the initial steps of the relaxation pathway of the S2 excited state. (1)
Excitation, (2) Ultrafast CT from the porphyrin ring to the d orbital of the metal, likely via a conical
intersection. This decay is followed at longer times by (3), a back transfer from the metal to the half
empty porphyrin orbital a1u.

Table 7. Initial decay lifetimes and properties of the S2 excited state of different MP: M-TPP or
M-OEP.

Metalloporphyrin
Configuration
of the metal

Lifetime of initial
state S2 (fs)

Lifetime of
relaxed state 	2/	1

Zn TPP D10 600� 50 3 ns 1.0� 0.1
FeIII OEP D5 50� 10 2000� 100 fs 0.33� 0.05
RuII OEP D6 80� 10 1200� 100 fs 0.33� 0.05
RuII TPP D6 70� 10 1200� 100 fs 0.33� 0.05
CoII TPP D7 70� 10 500� 100 fs 0.11� 0.05
NiII TPP D8 50� 10 375� 25 fs 0.20� 0.02
NiII OEP D8 100� 10 1200� 100 fs 0.25� 0.02
CuII TPP D9 65� 10 2000� 100 fs 0.075� 0.025
CuII OEP D9 65� 10 2000� 100 fs 0.25� 0.02
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The very rapid initial relaxation decay,5100 fs from the S2 excited state points to a
direct descent on a potential energy surface that connects the two electronic states via a
conical intersection, between the S2 (a1u,eg) state and the CT state of B1g symmetry in point
group D4h. It has been proposed in [138] that the mediating coordinate could be found in
the doubly degenerate e1g modes of the pyrolle subunits. These modes involve a motion of
the core suitable to couple the � electronic cloud of the porphyrin and the dx2�y2 orbital
of the metal. These vibrations have also a suitably fast (40 fs) period to involve a quick
departure of the initial wavepacket from the initial geometry. This vertically accessed
geometry is likely to be close to planar, as are the ground state, �2, porphyrins. The same
arguments will hold, involving the doming motion and a pyrolle deformation in CoTPP
where the d2z (A1g) orbital is involved. This CT state can undergo back CT from one low-
lying d orbital to the empty a1u, � orbital as shown in Figure 15. The resulting state is
excited on the metal (d, d*) and this agrees with the observations of Holten [141] and
Mizutani [142] from excited-state resonant Raman spectroscopy.

It was also observed that the ligated ruthenium porphyrin RuPorphyrin–CO [138]
exhibits a rapid initial decay and this can also be interpreted in light of the preceding ring to
metal CT mechanism. After the 70 fs electronic relaxation, the CT to the ruthenium core
destabilises the Ru–CO bond, constructed upon electron donation from CO (and back
donation fromRu). The CO is ejected as soon as the wavepacket reaches the relaxed surface,
then the decay of the parent corresponds to the electronic relaxation to the CT state.

It is seen here that CT states play a mediating role in the system combining two distinct
entities, the porphyrin and its metal host. The porphyrin collects the light and the
excitation can be transferred to the inactive metal atom via these CT states. This is in
marked difference with usual metal carbonyl compounds where the most intense transition
is a CT one [143,144], directly accessed by absorption of light. The cascade of states which
are populated during electronic relaxation depends on the d orbital filling of the central
metal atom. Thus, whether zinc or a transition metal atom is at the centre of the porphyrin
pocket, the electronic relaxation properties are profoundly modified depending upon the
fact that CT sates can be involved or not.

7. Conclusions

We have examined here with the eyes of experimentalists the specifics of ionic chemical
bonds in molecules containing a metal atom or reactions involving CT intermediate states.
This choice results from the generally low ionisation potential of metal atoms which places
these systems as models of ionic bonds and of their unavoidable mixed ionic covalent
character at some level or another. The large body of experimental evidence allows the
description of the ionic bonds in an empirical way or a semi-empirical way ranging from
partial point charges to polarised charges. This is done by comparing with more
quantitative models, to put on firmer grounds simple descriptions of ionic bonds which are
often obscured somehow in quantum chemical analysis.

The fundamental aspect of these metallic systems is the fact that they dissociate into
neutral atoms and molecules, and that there is thus an adiabatic passage through a mixed
ionic covalent region of the potential surface. This is well-known and can be accounted for
qualitatively by a crossing between a CT potential and a neutral potential. In simple
systems such as MgH, quantum chemistry calculations reproduce well this behaviour in
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several excited states. In an already more complex triatomic system, neutral MgþOH
fragments lead after a conical intersection to a bent MgþOH� molecule. In larger systems,
exploring the CT PES is at the limit of calculation possibilities owing to diffuse orbitals.
These difficulties already appear in excited states of these molecules (MgOH) where
convergence is difficult to achieve. Owing to the fact that the potential attraction of the
bent ground-state MgþOH� can be reproduced with a simple CT potential, this validates
the use of empirical and semi-empirical models to tackle more difficult systems impossible
to quantitatively describe by quantum chemistry calculations.

Accordingly, the harpoon model describing reactions of metals with oxidants via a CT
curve crossing can be extended from a one-dimensional path to a multidimensional path
and from a single electron jump to a more elaborate multielectron rearrangement,
integrating thus the results of widely varied experimental systems.

The question remains: which new experimental methods can tackle directly the partial
ionic character of bonds since the quantitative description by quantum chemistry has its
limits for excited systems or larger than triatomics systems? All methods reported here are
indirect, since none of the observables examined directly represent the ionic character of a
potential energy surface. For example, the dipole moment is related to charge distribution
in an overall way and does not directly account for a partially ionic bond. New approaches
applied to very simple molecules, N2[145], CO2[146] namely molecular orbital
tomography, endeavour to reconstruct the electronic wavefunction of the HOMO orbital
of these systems. It can also be foreseen that visualising the time-dependent evolution of
these orbitals as well as that of the HOMO-1 can relate directly to the true representation
of CT states. In the same way, attosecond time-dependent electronic wavepacket evolution
such as those depicted by Levine and Remacle [147] can render the true nature of the time
evolution in these systems by showing the time-dependent amplitude of each of these
specific configurations. Lastly, the investigated metal systems relate almost exclusively to
alkali, alkali-earths or group IIB metals but more seldom to transition metals. Owing to
the richness of electronic configurations in these metals, the detailed exploration of their
CT properties should be of the highest relevance since their CT states relate directly to the
d orbital occupancy. Practically, these properties rule their behaviour towards oxidation–
reduction, as for example, excited states of MP can be either metal to porphyrin CT or the
reverse.
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